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The terms of reference of the Senate’s Inquiry into the Australian Telecommunications Network focus on the present capabilities of the nation’s telecommunications infrastructure and on such investment as may be required to ensure that all Australians have access to both standard and advanced communications services in the future.



The Communications, Electrical and Plumbing Union believes that such an inquiry is timely. Over the last decade, liberalisation of telecommunications markets, together with technological change, has led to an explosion of investment in communications infrastructure world-wide. Typically, funds have been committed to the creation of increased “backbone” network capacity, in expectation of rapid growth in data markets. It is now evident that much of this investment has been wasted, leaving a legacy of overcapacity at both international and domestic levels.



Whilst it has not witnessed the excesses whose consequences are now ravaging US companies, the Australian market has not been immune to these trends. The most recent publicly available summary of network development (both actual and planned) in Australia lists six separate fibre optic and five microwave trunk networks, largely along the east coast. Yet as the Productivity Commission reported, advanced technologies have



.. the capability to enhance the capacity of a single fibre so that it would be capable of efficiently carrying the entire forecast load between Melbourne and Sydney for the next five years.�





At the same time, investment in other geographical regions and in local access networks generally has been, at best, limited. Telstra remains the only carrier with an ubiquitous fixed network and provides access services to some 88% of all Australian premises. The capabilities of the Telstra  network are thus a central factor in determining the range and quality of telecommunications services available to the community as a whole.



Large sections of this network are now suffering from the effects of underinvestment, not only in the physical infrastructure but in the human skills and knowledge that is required to maintain and upgrade it. While the impacts of such underinvestment have recently been most visible in rural and remote areas (as evidenced by the Boulding case), the CEPU believes that the problem is all-pervasive. It must be addressed if the national demand for both existing and new services is to be met. 



Sections A and B of the Union’s submission are concerned largely with this issue. They outline the Union’s understanding of the current capabilities and shortcomings of the Australian PSTN (as opposed to the other networks – mobile, hybrid fibre-coaxial cable – which interconnect with or use the PSTN infrastructure for the delivery of voice and data services). 



The CEPU will address further public policy and regulatory issues raised by the Inquiry’s Terms of Reference in a supplementary submission. In the Union’s view, however, the present Telstra fixed, switched network (supplemented in certain areas by alternative infrastructure) provides the logical platform for the transition from the largely narrowband present to a broadband future. It is towards developing a framework that facilitates such a transition, on a national basis and within a liberalised market structure, that we believe the energies of policy makers should be addressed.









SECTION A: SOME PRELIMINARY CONSIDERATIONS



1. “The Australian Telecommunications Network”



Because the Inquiry’s terms of reference are broad, the CEPU believes that a brief, consideration of the various elements of the “Australian telecommunications network” may be useful in order to better focus discussion. 



Historically, the term “Australian telecommunications network” has been synonymous with the Public Switched Telecommunications Network (PSTN) – a fixed network, consisting largely of cable but supplemented by radio links and configured for the delivery of point-to-point services, primarily voice telephony. Until 1991, Telstra (formerly Telecom/PMG) was the only company allowed to own and operate the system of “line links” and switches that made up the PSTN. 



Today Telstra continues to provide access to the national PSTN for the vast majority of Australian households and businesses and generates the bulk of traffic carried over it. Since the introduction of carrier competition, however, the PSTN includes networks owned by providers other than Telstra. Regulation ensures that these networks are integrated into a national whole through interconnection arrangements, thus ensuring the any-to-any connectivity which is the hallmark of a public network (as opposed to private networks, which serve a specific or “closed” user group). 



Further telecommunications networks serving the Australian public interconnect with the PSTN and use its infrastructure. These include mobile networks, specialist data networks (e.g. DDN), international networks and most recently, the internet.� Since 1995, sections of the urban population have also had access to hybrid fibre-coaxial cable (HFC) networks which are configured primarily for the delivery of Pay-TV, a broadcast service, but which may interconnect with the PSTN for the delivery of point-to-point services. 



There is thus some difficulty in talking of a single “Australian telecommunications network.” Rather, the Australian public has access to services offered over a multiplicity of networks which use, albeit to varying degrees, the physical infrastructure of the PSTN and use a related common addressing system (i.e. numbering scheme).



The PSTN infrastructure is itself technologically diverse and encompasses a range of transmission platforms - optic fibre, copper cable, terrestrial radio and satellite. It is also in a state of constant evolution. Over the last two decades, digitalisation and fibre optics have radically changed both the physical organisation and the cost structures of telecommunications networks, facilitating a higher degree of centralisation and automation of functions. Some of the implications of these changes for network performance and service delivery are discussed in Section B of this submission. 



The development of packet-switching based on the Internet Protocol (IP) promises to have an even more profound effect on network structures and economics in coming years. It is now commonly assumed that in the future all traffic (voice, data, video) will be routed (as opposed to circuit switched) over integrated broadband networks. � A major issue confronting both network planners and public policy makers is how the transition to such “full service” networks is to be managed. �



For the time being, however, the great majority of Australians will continue to rely to a high degree on the traditional PSTN for their electronic communications. Indeed, while it has become fashionable to refer to existing telecommunications infrastructure as “legacy networks” (with an implication of obsolescence) that legacy can stand the community in good stead as both needs and services evolve towards a broadband future. 



But for it to do so, a programme of systematic investment is needed, the focus of which must be the upgrading of the first link which joins the customer to the PSTN – the Customer Access Network (CAN). This submission will outline problems which are occurring at a number of different levels of the current Telstra network hierarchy as a result of cut-backs in both capital investment and labour costs. Its chief focus, however, will be on the present state and future needs of the CAN, as it is here that the investment and hence the policy challenge is most acute. 



2. Characteristics of the Australian PSTN. 



As outlined above, the Australian Public Switched Telecommunications Network (PSTN) consists of a system of transmission links and switches organised in such a way as to facilitate the carriage of voice telephony. During the hundred years since Federation, this network has been progressively extended across the Australian continent. By the early 1990s, even remote Australian households generally had access to the national network through a fully automated exchange.� 



In the Union’s view, the creation of this ubiquitous network (as opposed, say, to the more fragmented North American industry structure) represents a major national achievement and the PSTN remains a key national resource. A judicious pricing policy, reflecting egalitarian social goals, has ensured that the great majority of Australians may communicate over this network. Today the Australian household penetration rate stands at 96.8%, compared to a US national average of 94.9%.  



Historically, the physical layer of the PSTN consisted largely of copper cables connected through a hierarchy of switches which, in their earliest form, were electro-mechanical. Today most of the physical network which links switches (i.e. the inter-exchange and trunk networks) consists of fibre-optic cable and switching is fully electronic. Since the completion of the Future Mode of Operation (FMO) in 1998, all Telstra switches have been fully digitalised. (The Optus network and subsequent networks established since market liberalisation have been fully digital from their inception.) In the course of the FMO the number of digital nodal switches was reduced to about 200. 



This transformation of the PSTN from a copper-based, analogue network to a fibre-optic digital network is, however, not complete. With the exception of the direct fibre links available in capital city CBDs, access to the PSTN continues to be provided by means of an analogue signal carried over the predominantly copper Customer Access Network (CAN) which runs between the customer’s premises and the first switch in the system.�





�Source: Telstra/ACA



The CAN is the most capital-hungry section of the PSTN, typically accounting for some 50-60 % of an incumbent carrier’s fixed costs and the great bulk of its maintenance bill. It is also the section of the network which earns the lowest rate of return. These facts explain why new entrants into liberalised telecommunications markets rarely seek to duplicate the CAN, except, as noted, in CBDs and in other niche markets. (In these cases the infrastructure used is likely to be either fibre or radio.)



The economics of CAN provision present a particular challenge in a country such as Australia, given our demographic and geographic peculiarities. The impact of  population distribution on total CAN costs has been debated hotly over the last decade, because of the implications of this question for interconnection prices. However, the most thorough inquiry into this issue to date concluded that Australia did face relatively higher average costs in providing access to the PSTN because of the relatively large proportion of the Australian population living in areas with low population densities.� 



The Productivity Commission’s 2000 report on this matter found that the average line costs in the very low-density areas of Australia (less that 2 lines per square kilometre) were between 6 and 10 times the average costs in the rest of Australia. Such areas accounted for about 5% of all lines, but 25% of the total cost of providing local call services within Australia. 



These figures suggest the cost of CAN provision at the demographic margin. The broader scope of the problem is suggested, however, by data generated in the course of estimating Universal Service Obligation costs. Under the methodology currently used to determine these costs, an area must have fewer than 100 Services In Operation (SIOs) per square kilometre to qualify for potential inclusion in USO cost estimates. In 1999, consultants to the Australian Communications Authority reported that this requirement eliminated 74% of Telstra customers, but only 12% of Telstra exchanges from consideration. (In other words, some 88% of Telstra exchanges serve areas which are potentially loss-making).�



In sum, it is expensive to service the Australian hinterland. Certain aspects of CAN design and construction have reflected these realities For instance, sparing ratios have tended to be lower in rural areas than in urban ones – a feature that can affect service availability, especially for data services. Cable in such areas is also more likely to be simply ploughed into the ground, rather than ducted, leaving it more vulnerable to corrosion and attack by pests.



The relatively dispersed character of regional and rural communities can also act as a barrier to CAN modernisation. The extension of fibre further into the CAN promises to alleviate problems of bandwidth scarcity. However, such extensions will only be economic where there are enough households over which to amortise the costs of provision. 



In the meantime, the long copper lines that continue to connect many rural and regional households to their closest switch present problems for service reliability and bandwidth availability.� Generally speaking, the longer the line length, the more joints in the cable and therefore the more likelihood of faults.  Line lengths also affect transmission rates.  Where cable runs are very long, problems of signal attenuation will occur. These have historically been addressed by “loading” the cable with induction coils. These enhance the voice service available over the line, but inhibit the transmission of data. Data speeds over loaded cable are unlikely to exceed 2400b/s.  Large amounts of loaded cable are still present in the CAN in rural and regional areas.



Such features of the Australian PSTN, as it has evolved over 100 years, need to be understood when considering both its current capabilities and the future role it may play in the delivery of advanced services. It may be argued, as does Ergas, that the design of the Australian CAN bears the marks of the capital constraints placed upon Telecom/PMG during the period of public ownership.� The Union itself believes that the CAN is now labouring under difficulties that reflect an increasingly short-term approach to long-term investment needs – not only in rural and regional areas, but across-the-board. 



Nevertheless, historically the Australian PSTN has provided a highly reliable voice-grade service to the great majority of Australians, irrespective of where they live or carry on business. Despite its concerns about the current shortcomings of the network, the Union believes this achievement should be recognised, together with the commitment and ingenuity it has required.



3. Other Inquiries													

The Union notes that questions raised by the Inquiry’s terms of reference have been partially addressed by a number of other inquiries undertaken over the last four years. These have offered detailed discussions on the capabilities of the PSTN for the delivery of voice and data services, both now and in the future. 



While not necessarily endorsing the conclusions of these inquiries or regarding their findings as exhaustive, the CEPU considers that they provide a valuable resource for the current Senate investigation. Their key findings, insofar as they bear on the terms of reference of the current inquiry, are summarise below.



3.1. Digital Data Inquiry (ACA 1998)



In 1998, the Australian Communications Authority (ACA) undertook the Digital Data Inquiry in response to a proposal from the government-appointed Standard Telephone Service Review Group that the Universal Service Obligation be upgraded to provide data speeds of 64kb/s. The ACA concluded that the costs involved in such an upgrade, based on universal ISDN availability, would outweigh the benefits of such an initiative. The Authority also considered the costs of upgrading the Public Switched Telecommunications Network (PSTN) to provide universal access to lesser data rates. The estimated cost of an upgrade to 28.8kb/s was $4 billion.



In the course of its inquiry, the ACA produced estimates of the data rates available at that time over the PSTN. This produced the following snapshot of PSTN capabilities:



PSTN Data Transmission Rates in “Urban and Provincial” Centres

Transmission rate�2.4 kb/s�9.6 kb/s�14.4kb/s�28.8kb/s��Network Coverage�99%�95%�85%�60%��



PSTN Data Rates In Rural Areas

Transmission rate�2.4 kb/s�9.6 kb/s�14.4kb/s�28.8kb/s��Network Coverage�99%�70%�45%�30%��

Source: ACA



The transmission rates available to rural users reflected the dependency of some 19,000 rural and remote households on terrestrial radio (DRCS/HCRCS) and, for those served by copper, the long line lengths between exchanges and customers’ premises. These limitation remain for such customers today, although customers in the Extended Zones that cover the most sparsely populated areas of Australian currently have access to satellite data services at subsidised rates.



3.2. National Bandwidth Inquiry (AIEAC)



In 1999, the Australian Information Economy Advisory Council (AIEAC) was asked by the Government to conduct a National Bandwidth Inquiry, the focus of which was Australia’s international and domestic trunk telecommunications network. 



The AIEC found (inter alia) that the domestic backbone network “should be capable of meeting Australia’s trunk communications needs on almost any demand scenario..”� Indeed the Inquiry identified a very large surplus of potential backbone capacity (i.e. trunk capacity that could quickly be brought into service), estimating that this capacity exceeded installed capacity (i.e. that which was actually being used) by between 100 and 100,000 times. 



The report concluded that it was the Customer Access Network, rather than any other section of the PSTN, that was most likely to present a “choke-point” to supply of bandwidth.



3.3. The Telecommunications Service Inquiry (TSI)



The Telecommunications Service (“Besley”) Inquiry was initiated by the Government in March 2000 and reported in September the same year. It was primarily concerned with the adequacy of existing telecommunications service levels (particularly as measured against Customer Service Guarantee Standards), although it was also asked to provide advice as to how (and whether) demand for new services was likely to be met.



The Inquiry concluded that while 



Australians generally have adequate access to a range of high quality, basic and advanced communications services .. a significant proportion of those who live and work in rural and remote Australia have concerns regarding key aspects of services which, at this stage, are not adequate. �



Mobile coverage and internet access speeds were among the chief areas of concern identified.



While the focus of the Inquiry was not the national telecommunications infrastructure  per se,  its Terms of Reference inevitably involved a consideration of the state of the national network. On the positive side of the ledger the Inquiry produced revised estimates of the data speeds available of the CAN. As with the figures in the 1998 ACA Inquiry, these were based on Telstra modelling, but now assumed availability of a V90 modem rather than a V34 modem.





 PSTN data transmission rates in ‘urban and provincial’ centres

Transmission Rate	2.4 kbps	9.6 kbps	14.4 kbps	28.8 kbps��Network Coverage	100%		99%		95%		75%��

Note: The percentages are indicative only. For data rates of 9.6 kbps and above, the use of a V.90 modem is assumed. These percentages do not apply to facsimile transmissions, which have different data transmission characteristics.



 PSTN data transmission rates in rural and remote areas

Transmission Rate	2.4 kbps	9.6 kbps	14.4 kbps	28.8 kbps��Network Coverage	99%		90%		85%		60%��Source: Telecommunications Service Inquiry Report





Two things should be noted in relation to these figures. Firstly, as noted above, the increased capabilities suggested here do not necessarily reflect new investment in the CAN, simply the possibility of customers’ using higher speed modems. Secondly (and a related point) these figures (as with the ACA’s before them) estimate the potential rather than the actual capabilities of the CAN. They do not capture the effects of such factors as cable quality and reliability which will, in practice, determine bandwidth availability. These issues will be canvassed in the following section.



The Telecommunications Service Inquiry itself, however, acknowledged significant ongoing problems affecting delivery of both voice and data services over the CAN.

These include:

ageing or degraded cables subject to recurrent faults;

‘temporary’ cabling solutions which have remained in place for many months or years;

exchanges where new or additional lines are either not available or   specific service features cannot be accessed; and

inaccurate cable mappings and attendant liabilities for damage.�



The Inquiry received submissions suggesting that these problems were widespread and by no means confined to rural customers. Telstra itself confirmed that some 16% of its 71,000 distribution areas� experienced fault rates in excess of 20 per 100 SIOs per year. (This is more than twice the level that the ACA regards as representing best practice.)� However, regional and rural customers were still more likely to experience high fault rates than those living in urban areas.



3.4. ACA Investigation into the Provision and Maintenance of Telephone Services to the Boulding Family



The high fault rates occurring in sections of the rural network were confirmed in the report issuing from the Australian Communications Authority’s investigation of the failure of service to the Boulding family of Kergunyah in northern Victoria. This investigation reported  that over the 13 months to 28th February 2002



on average there were 1.18 faults per SIO for the Kergunyah exchange

customers that reported a fault reported 1.95 faults on average over the period; and

one customer reported nine faults�



A parallel report by Price Waterhouse Coopers commissioned by Telstra confirmed that these statistics were not unusual for this or similar areas. Indeed, the Kergunyah fault rate had fallen between 1999-2000 and 2000-2001 from 46.06 per hundred SIOs to 37.85 per hundred SIOs. In other words, during these years  somewhere between nearly a half to a third of all customers in this area required service restoration. 



The 2000-2001 fault rates were reported by PwC as being only slightly above the national average for comparable areas in Australia i.e. those classified as Minor Rural. This figure was 33.14 per hundred SIOs.



While not analysing the causes of such fault rates for the whole Kergunyah area, the ACA report made it clear that in the Boulding case a combination of cable degradation and the use of digital pair gain systems had affected network reliability. These issues will be explored by the CEPU in Section B.



As required by its Terms of Reference, the ACA inquiry also considered how Telstra’s “internal systems, field service arrangements and administrative procedures” may have affected its ability to provide appropriate levels of service to the Boulding family. Here the report highlighted: 



the inadequacy of Telstra’s CAN records (an issue the union  raised during the Besley Inquiry). In particular, a lack of system information about the presence of loading coils in the Kergunyah CAN was deemed to have contributed to the delay in fixing the second fault at the Boulding’s home.



the lack of clear procedures within Telstra for prioritising recalls (assuming that all cannot be dealt with) and



 the handling of recurrent faults. The ACA recommended that Telstra’s internal processes be revised and, in particular, that “sufficient resources .. be allocated to .. recurring faults(s) to effectively restore the service.” �



3.5.  Summary.



As a result of recent inquiries and reports, there is currently a substantial body of publicly available information which describes both the current technical capabilities and limitations of the PSTN.  Nevertheless, the composite picture which emerges from these reports is incomplete. With the exception of the fault rate data contained in the TSI and Boulding reports, the information provided does not allow an assessment of actual network performance (as opposed to theoretical capabilities). 



Nor does it sufficiently explore the interactions between physical infrastructure, internal carrier systems and work organisation in the process of end-to-end service delivery. The report of the Boulding investigation is obviously the exception here, but as it is arose from a particular incident its scope is limited. Nevertheless, in its consideration of the way a combination of ageing plant, inadequate systems and under-resourcing of functions led to a serious service failure, the Boulding report points the way to the broader range of issues which the CEPU believes need to be addressed by the current inquiry.

























SECTION B: FACTORS CURRENTLY AFFECTING PERFORMANCE OF THE PSTN



1. CUSTOMER ACCESS NETWORK CABLING



Both the Telecommunications Service Inquiry and the ACA investigation into the Boulding service failure reported very high fault rates in certain rural areas of Australia. In Section A, a number of factors was identified which may make the rural sections of the PSTN particularly susceptible to faults:



long line lengths and hence the greater number of joints in the cable and

 absence of ducting



To these we might add environmental conditions e.g.



greater likelihood of plant being affected by lightning strikes

presence of pests which can attack plant (e.g. whiteants)



Such factors represent intrinsic difficulties in serving customers in rural areas. Nevertheless, data contained in the Telecommunications Services Inquiry report suggests problems of network reliability are by no means confined to these areas. For instance between the years 1997-98 and 1999-2000, the average fault rate for Brisbane ranged between 9.9 and 12.1 faults per hundred SIOs.  For Sydney North the average over the same period ranged between 12.9 to 15 faults and in Sydney South 11.1 to 11.3 faults.� These rates all fall outside the “best practice” range specified by the ACA.



Despite initiatives taken by Telstra over the last decade to address CAN fault levels, the most recent publicly available statistics show levels continuing to rise. The ACA’s Telecommunications Performance Report 2000-2001 reported a national rise in the number of Telstra’s Customer Service Guarantee related faults of 13.2%.  For Tasmania the figure was 47%. A large part of the national rise in fault levels is attributable to the rising fault rate in rural and regional areas. The ACA Performance Reports showed these rising by around 50% between 1999-2000 and 2000-2001, while metropolitan fault rates remained steady. Anecdotal evidence available to the union suggests that the fault rate for rural areas is continuing to rise at this rate.





�EMBED MSGraph.Chart.8 \s���Source: ACA



This evidence accords with internal Telstra data which shows customer service complaints to be increasing. Over the twelve months to July this year, for instance, customer service complaints (as opposed to, say, billing complaints) rose by some 35%.



�EMBED MSGraph.Chart.8 \s���Source: Telstra













It should be noted that these complaints include those stemming from recurrent faults and those related to non-CSG services such as internet access. They thus capture a broader range of service problems than do the CSG statistics.



The Union believes that it is possible to pinpoint the main factors contributing to these rising fault and complaint levels.



1.1. Age of Plant.



As the TSI found, much of the cable in the Customer Access Network has reached or outlived its life expectancy. Telstra reported to the Inquiry that half of its network was older that 20 years - its originally projected lifetime - while some 30% had been in operation for more that 30 years.�  Some 5% predates 1950.�



According to the TSI



		Some two million customers are still served with older

		cabling that it three times as susceptible to weather-

		induced failures.�



That is to say, the older cable in more likely to admit water due to degradation of sheathing and older jointing. The older the cable the more likely it also is to bear the marks of repeated interventions to address faults. Each time a cable is “patched” for instance, new breaks in the cable are made. Each such break represents a potential future problem.







1.2. Problems stemming from the “Seal the CAN” programme (corrosion of cable).



In the mid-1990s Telstra embarked on a programme to “seal” the Customer Access Network i.e. to surround joints with a (supposedly) protective gel 



to  help prevent moisture entering the network at these points

to prevent both the need for and adverse consequences of constant intervention  in the network at these same points.



The initiative was intended to reduce the fault rate and hence allow ongoing labour shedding without jeopardising network reliability. The effect has been the opposite.



It has now become apparent that the gel used by Telstra reacts with moisture to break down cable insulation. Moisture is always likely to be present in underground cable to some degree, as over time even modern sheathing is permeable. Moreover the older the cable, the more likelihood there is of leaks occurring along it (i.e. at places other than the joints). This will result in increased fault levels not only at the joints but at other points of the network as the gel seeps along the cables and encounters moisture further along the cable run. The problem is being exacerbated by the air pressure maintenance difficulties discussed below.



Use of the product has been discontinued, but large amounts of cable are now being exposed to corrosion as a result of the programme. Diagnosis of the resulting faults is complicated by the facts that  



(a) they are not necessarily at the joints and 



(b) as the fault arises from a chemical reaction rather than a mechanical fault/failure, its location may not be easily identifiable.



The union believes that problems arising from the “Seal the CAN” project are widespread. However they are particularly likely to affect country areas as these were targeted by the programme to address higher rural fault rates. 



1.3. Air pressure maintenance.



Over time, several different methods have been used to protect copper telecommunications cabling from the effects of moisture. In addition to sheathing, both main and distribution cables have been filled with either air or jelly in order to repel water. Larger cables are air-filled. Such cabling is also often insulated with paper, which when wet acts to produce short-circuiting. 



The CEPU estimates that some 70-80% of main cables are air-filled.



The air for the cables comes from a compressor in the exchange and/or compressed air bottles which can be deployed locally (e.g. in a manhole) in the event of a leak. (Use of bottles should be a short-term remedial action only.) A system of alarms is designed to alert staff to any fall in cable air pressure.



The maintenance of cable air pressure is central to the protection of cables that are not jelly-filled. It also serves a diagnostic purpose, as a fall in air pressure may indicate a leak at a joint or a hole/break in the cable. 



The maintenance of air pressure was until recently a specialised function within Telstra (Telecom/PMG). However, the section responsible for responding to air pressure alarms (the Cable Pressure Alarms Systems [CPAS] group) was disbanded in 2000-2001 and the function contracted to Network Design and Construction (NDC), Telstra’s stand-alone construction wing. Little encouragement was given to the skill base to transfer to NDC – a fact which, in the CEPU’s view, reflected an underestimation of the importance of the cable protection function. NDC has itself been “downsized” since that time.



The CEPU believes that cable pressure maintenance is now seriously under-resourced and poorly co-ordinated with other diagnostic and maintenance functions. For instance, since December 2001, after hours and weekend compressor maintenance has been abandoned. Alarms that occur during these periods are simply not attended to until normal working hours have begun, so that a faulty cable could be losing pressure for two days without the problem being addressed.



Moreover, it is increasingly the case that staff allocated to attend to air pressure problems will be required to provide a “quick fix” (in the form of a gas bottle), without the underlying cable fault being addressed. Even if staff had the time and authority to deal with the cable repair job, they may lack the specialist knowledge to do so (e.g. jointing skills).



The impacts of these air pressure maintenance problems are widespread. The Union believes, for instance, that one in five main cables in Sydney are without proper air pressure.



1.4. Cable records



The Telecommunications Service Inquiry noted concerns from several submitters over the state of Telstra’s cable records. Ready availability of information about the state of cabling in an area is obviously an essential element in an effective maintenance regime. Such information should include



location of cables 

number and availability of pairs within cables

prior maintenance history

presence of loading coils

presence of CAN electronics (“pair gain” systems)



Traditionally, this knowledge was held largely at local level, much of it informally in the form of the experience of linesmen and technicians. The dramatic reduction of staffing levels over the last decade, particularly since 1996, has meant a loss of much of this local knowledge. 



Telstra has been attempting to compensate for this loss through a comprehensive cable validation process, but the CEPU believes this exercise is far from complete. It should be noted, for instance, that the ACA’s investigation into the provision of service to the Boulding family found that incomplete cable records contributed to the delay in restoration of their service. 



In the meantime, under-resourcing of the cable records function and related pressures on field staff are acting to undermine the cable recording process at the very time that hundreds of thousands of dollars are being spent on it. Due to under-staffing, the cable records section can represent a bottleneck in the maintenance process. Field staff can find themselves spending half to three quarters of an hour waiting to have a cable pair assigned to them in order to remedy a fault or provide a new service. This is not only frustrating but affects individual productivity statistics.



As a way of countering this problem, staff in at least some regions are now being told to select a new pair themselves when they encounter a faulty pair on a cable, without first checking pair availability with cable records. This speeds the repair process, but at the risk of creating longer term problems with record keeping.





1.5. Cable Occupancy Rates



The factors above all bear on the issue of CAN reliability, including the effectiveness of the current maintenance regime. An equally pressing and closely related question is the ability of the network to meet new demand. The CEPU believes that under-investment in the network has led to a situation where there is now a persistent shortage of infrastructure available for new services. This problem affects both urban and non-urban areas.



In 1999, the Australian Communications Authority conducted an investigation into Telstra’s performance in supplying new connections for both urban and rural customers in areas not readily accessible to infrastructure.� It reported that Telstra acknowledged inadequacies in the CAN that affected its ability to readily supply new services i.e.



ageing cable which affected the ease of new installations

shortages of CAN cable.



The ACA reported that these problems were due to:



unforeseen escalation of demand due to growth in multi-tenant dwellings

unforeseen demand due to second lines for internet access

technological uncertainty (i.e. the future role of copper in the CAN) and

retention by Telstra of a higher than expected market share for access lines.�



Telstra reported that its CAN Renewal Programme was addressing these deficiencies.. For its part, the ACA required Telstra to report in detail on the level of both held orders and cable occupancy for locations not readily available to infrastructure.  



The  CAN Renewal Programme was wound up in 2001 before the full range of activities originally envisaged by the project could be completed. It is the Union’s belief that it has not remedied the problems identified by Telstra in 1999. Cable occupancy rates in many areas are running at all-time highs. In early 2001, for instance, over half of metropolitan Sydney’s 15,000 Distribution Areas (DAs) had occupancy rates of 95% and over. Some were as high as 105%.  The ACA suggested a threshold of 85% occupancy as representing the point at which there was a clear risk of running out of cable in an environment of rising demand.�



The Union believes that the more recent programme designed to address these deficiencies has to date only upgraded about 60 DAs.



While the Union acknowledges the challenge posed by growing internet use, it does not believe that forecasting difficulties represent the sole or even the major cause of present capacity problems. Financial market pressures are now constantly being brought to bear on carrier expenditures in both the capital and operating areas. These pressures reflect short-term imperatives and are at odds with the need for long-term capacity planning that exists in the telecommunications industry.



 1.6. Skills shortages



Since 1996, the union has reported to several Senate inquiries on the precipitous decline in Telstra staffing levels that has accompanied privatisation. Since the decision was made to float the company, staffing levels have been determined by market expectations rather than by operational needs. Rapid labour shedding has meant a loss of skills and knowledge which has, in the CEPU’s view, weakened Telstra’s capabilities company-wide.
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Telstra full time staff numbers now stand at a little over half their 1995-96 levels. Some 37,000 employees have left the company since that time. The Union estimates (based on historic staffing ratios) that at least half of these staff would have been employed in the field workforce.



Obviously, there is a question of absolute resource levels involved here. It may be argued that in sheer manpower terms, the loss of full-time staff has been partially off-set by the use of contractors. Over and above any other problems associated with the use of contract labour, however, this expedient has not prevented skill shortages.



Within the workforce servicing the CAN, for instance, there has been a persistent shortage of jointers over several years. The problem extends to the contractor sector. Many of the skilled operatives who have gone from Telstra since 1996 have now left the workforce altogether. The percentage of such workers will increase over time, as workers trained under the old Telstra regime retire. The rest of the industry is reluctant to spend money on training, particularly in the current uncertain environment.



Within the Telstra workforce proper, the Union believes the company is increasingly deploying staff on tasks for which they have not been properly trained. This reflects both the cut-back on overall training expenditure and a desire to cut labour costs by  using lower level (and hence lower paid) staff to perform the work. In recent instances, staff without appropriate training have been deployed to deal with escalated faults i.e. more complex and/or persistent faults requiring higher level skills. Such practices obviously have the potential to compromise service standards.



A longer-term concern is the ageing of the skill base within the company. The average age of the current Communications Technician workforce is around 40, in some sections probably closer to 50. Integrated training programmes are a thing of the past. This is an issue not only for Telstra but for the industry as a whole, which over the last decade has relied heavily on staff made redundant from Telstra to meet its own skill needs.





2.  CAN ELECTRONICS



The Customer Access Network is designed to provide each customer with a dedicated electronic pathway (a circuit) over which to communicate. On the first stage of its journey, this communication is typically carried over a single twisted copper pair that runs between the customer premises and a junction point such as a cabinet or pillar. From that point the pair will join with others to be carried to the exchange.



Since at least the 1970s, electronic devices that increase transmission capacity have been deployed in the CAN to provide more services without having to lay more cable. These devices, which are broadly characterised as “CAN electronics” or “pair gain systems” are typically located at the pillar or cabinet and allow the sharing of physical infrastructure by two or more services.



Copper is expensive. Moreover, the dedicated pathways provided over the copper network lie idle for long periods. From carriers’ points of view, electronic forms of line sharing have been a rational way of getting more capacity and a greater return from existing infrastructure, while still providing customers with the same utility – at least while the PSTN was being used predominantly for the carriage of voice traffic.



This of course is no longer the case. In an environment characterised by an ever-growing volume of data traffic, (related) longer call holding times and  increased customer demand for higher bandwidth services, CAN electronics can provide impediments to service quality and availability.� The nature of the problem will depend, however, on the type of device present in any given section of the CAN. As with other elements of the network, these range between old and superseded devices to state of the art technology. It should be noted, however, that all pair gains systems can potentially compromise service availability or bandwidth or both, depending on the type of system used.



Moreover, there is a limit to the amount of extra capacity that can be squeezed out of the copper network even for voice services i.e. to the number of new services which can be provided electronically, without provision of further cabling. As discussed below, the Union believes these limits are being reached in many areas, both rural and urban. 



Telstra provided details of the number, type and location of  a number of CAN electronic devices during its appearance at the Senate Environment, Communications, Information Technology and the Arts Committee Estimates hearing of 27th May, 2002. The figures below are based on this testimony, supplemented where possible with the Union’s own information. Telstra estimates that in total around 1.2 million services (‘lines”) are connected via some form of pair gain system.�



2.1. Analogue Pair Gain Systems/ Line Concentrators.

The earlier forms of CAN electronics were analogue systems. While all such devices now tend to be called “pair gain systems”, some are more properly termed line concentrators to distinguish them from the later digital devices based on signal multiplexing. 



Mini-Line Concentrators  (6/16 and 6/15) and Large Line Concentrators (16/90)

These devices allow the sharing of copper pairs between a number of customers, hence reducing the number of pairs needed within the main cable running between the pillar and the exchange. In a 6/16 system, for instance, six copper pairs in the main cable serve sixteen customers. As one of these pairs is in fact performing  a “control” function, only five customers can have access to the exchange at any one time. A sixth customer seeking to establish a connection will not be able to receive dial tone. Telstra estimates that some 54,000 services are currently provided over such systems.



Such devices limit availability but not bandwidth (i.e. not over and above any limitations which may exist for other reasons such as line length etc). Availability becomes increasingly problematic as call handling times lengthen through increased internet use. Such systems also prevent the deployment of ISDN and ADSL as customers do not have a permanent dedicated circuit that can be matched with the ISDN or ADSL equipment at the exchange end.



Analogue Network Terminating Unit (ANT-1)

The ANT-1 is a small pair-gain system that has been increasingly deployed in response to demand for second lines for internet use. (i.e. unlike most other systems, it is designed to serve only one customer). It uses ISDN technology to provide two analogue services over one copper pair and provides data rates of up to 56kb/s.



2.2. Digital Systems

2.2.1. Remote Integrated Multiplexers (RIMs)

The most widely used digital pair gain system in the PSTN is a Remote Integrated Multiplexer or RIM.� A RIM is a device which allows the more efficient use of main cables (ie. the infrastructure between the exchange and a distribution point such as pillar or cabinet) by the electronic sampling and re-ordering (multiplexing) of the signals coming from the customers’ premises. It is sometimes referred to as a mini-exchange (and may be located within an exchange building) but it does not in fact switch traffic.



The presence of RIMs does not limit service availability. RIMs can serve up to 480 customers and all should be able to access the PSTN at any one time. On the other hand, because they effectively share bandwidth on the transmission system running over the main cable, RIMs potentially limit the bandwidth available to any one service. Given that RIMS are typically connected to the exchange by 2 Mb/s optic fibre links, however, bandwidth availability is not in practice a problem.



As devices which allow the extension of fibre further out from the exchange and hence the reduction of copper line lengths, RIMs have the potential to enhance service quality and provide higher data speeds for rural and regional customers. Ironically, however, the removal of the direct copper link between the customer and the exchange may inhibit the delivery of those high speed data services designed to run over the copper network (i.e. the xDSL suite of services).



Adapting such pair gain systems for the delivery of xDSL services requires the development of technology that can be located at the system’s fibre/copper interface (in this case a pillar/cabinet) and which is adapted to the particular characteristics of the multiplexing system being used. The Union understands that newer generation RIMs being installed by Telstra will accommodate a miniature CMUX card which will allow DSL services to be offered.�



2.2.2.Remote Customer Multiplexer (RCM)

RCMs were one of the earlier digital pair gain systems. They provide 30 channels which interface with a 2Mb/s link (typically fibre) to the exchange. As with the earlier form of RIMs (see note 27), transmission via an RCM involves more analogue to digital conversions than transmission over more recently developed systems. RCMs were essentially superseded by RIMs



2.2.3. Rural Access Multiplexer (RAM) 8

As the name suggests, this device allows eight customers to share a copper pair between the pillar and the exchange through multiplexing. Although the system offers full availability (i.e. all eight customers can receive dial tone at any one time) it is self-degrading in terms of bandwidth as eight customers are sharing one 160kb/s link. While this is ample for voice, it will potentially limit data speeds, depending on the number of services activated at any one time.  (A second generation RAM-8 allows faster data rates.)



There are also powering problems associated with this system. The RAM 8 is powered by a high voltage power feed at the pillar. However, such voltages (300 volts and above) have the potential to break down cable insulation, especially if there is moisture in the cable. Cable age and poor cable maintenance will thus limit Telstra’s ability to utilise RAM 8s effectively.



2.2.4. Small Capacity Distributed System (SCADS)

This is a more recent system designed to provide higher bandwidth availability in rural areas characterised by highly dispersed populations and long line distances between customers and the exchange. The SCADs system involves extending optical fibre further from the exchange via a series of co-located regenerators and multiplexers which provide the connection point between the copper distribution cabling and the customer. SCADs offer full availability and support ISDN services. Telstra reports that the system will also enable dial-up internet access at speeds of up to 26kb/s.



2.2.5. CMUX

Even more recently, Telstra has been deploying a CMUX system in rural areas. This performs a similar role to a RIM in that it allows fibre to be extended closer to the customer. It also has an architecture adapted to dispersed populations. The CMUX will also support ISDN and ADSL services, though there are limits on its ability to do so depending on line lengths.



2.2.6.  2 Channel Digital Pair Gain Systems and 4 Channel Digital Pair Gain Systems (2 DPGS and 4DPGS).

These are small pair gain systems in which between two and four services share a single copper pair between a remote unit  (located at or near the network boundary) and the nearest exchange. They are typically used to provide a second service to a customer without having to provide a second cable run.



1+1 Carrier System.

Among the earliest and perhaps most primitive small pair gain devices, the 1+1 systems provided two services from one copper pair, one over the main circuit and the other over a derived circuit with limited capabilities. The devices were often used to provide a voice service to a premises adjacent to an existing customer. This second circuit would not, however, be suitable for data services. The Union understands that these systems are being phased out. However, they are still in use in country areas.
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2.3. Powering Issues



Pair gain systems are active network elements i.e. they require power to operate. Such power is typically provided from a direct mains power feed via a recitifier to batteries co-located with the system, but in the case of smaller devices may come from the exchange. Batteries placed in locations other than exchange buildings (e.g. in pits) are subject to more rapid deterioration because they are more likely to be exposed to humidity and variations in temperature. 



The Union believes that Telstra’s current approach to battery maintenance, which is largely reactive rather than proactive, is particularly inappropriate for sections of the network served by pair gain systems. Batteries powering these systems should be replaced regularly as part of a systematic life cycle replacement programme.



Pair gains power failures can lead to long outages. Recently, in country Victoria, a 180 line RIM failed as a result of lack of power at around 20.00. Eventually, in response to a customer report, the service was tested and the problem diagnosed correctly. The fault was then passed to Silcar, the company to which network power supply maintenance has been contracted. Power was restored at 15.00 the next day.



2.4. Pair gain alarm systems.



The many layers of the alarm system that monitors the PSTN are discussed in 4.1 Pair gain systems are also alarmed. However, the Union believes that the alarm system monitoring CAN electronics is incomplete and under-resourced. As in other areas, lack of adequate capital investment and a cut-back on human resources is compromising the reliability of sections of the network served by pair-gain systems.



Many of the older pair gain systems present in the CAN are not in fact alarmed due to the fact that the programme to fully alarm small rural and regional exchanges was never completed.� Nor are these systems always alarmed when this deficiency is identified. 



The Union is aware of instances of staff finding non-alarmed systems in the course of installing new capacity but no action to remedy the problem being authorised. This irrationality reflects the organisational and financial rigidities of the present contractual relationship between  Telstra and NDC, which performs pair gain installation work for the company.



Once correctly alarmed, pair gain systems send information about their functioning to a monitoring centre. There is currently one such centre, located in Brisbane, serving the 68,000 pair gain systems in Australia. The Union believes that the information provided by the alarm system to this centre is often in too simple a format to allow ready diagnosis of pair gain system problems. Moreover, the centre is under-staffed. At any one time, the centre may have some 12-1500 alarms being registered. Yet there are only 30 permanent staff on hand to deal with them. Staffing levels have recently been lifted by the addition of 17 agency staff, but the union understands that these employees currently lack technical training.



Under these circumstances, it is not surprising that the centre tends to operate on the basis of reactive rather than pro-active maintenance. A non-urgent alarm, for instance, is unlikely to prompt intervention. Even an urgent alarm (possibly indicating the failure of a number of circuits) may not lead to an immediate order for repair of the system unless it is matched by a customer complaint. At the customer end, however, the level of malfunctioning that has caused the urgent alarm may not have been sufficient to prevent the customer receiving dial tone, at least intermittently. In these circumstances, the customer may not report the service faulty. In this way a latent or intermittent service problem can go unremedied for some time, even though Telstra has diagnostic information indicating an equipment fault.



Similar problems exist in the Global Operations Centre which monitors other network alarms. These are discussed in 4.1.



2.5.  Pair gains: A means of deferring investment?



As the earlier discussion suggests, the design and utility of pair gain systems varies markedly as does the impact of such systems on the delivery of data services. Above and beyond the specific problems associated with any one system, however, there is a broader issue of the degree to which CAN electronics have simply been used to postpone investment over several decades. With the demand for second lines now rising with growing internet use, these past policies are now proving to be a millstone around the PSTN’s neck.



Not all deployment of pair gain systems is open to this charge. Whatever the limitations of systems such as RIMs and SCADs, for instance, they do provide ways of improving service quality (in terms of both reliability and bandwidth) by reducing copper line lengths. Systems such as the 16/6o, on the other hand, offer the customer less utility than a dedicated copper pair. These and the small digital systems discussed above have typically been deployed in country areas as a substitute for installing more long runs of copper cable in both the main or distribution sections of the network.



In urban areas too, however, the use of CAN electronics to provide extra capacity without providing more cabling has been widespread. The result is a network rapidly approaching saturation point as discussed above a 1.5.�EMBED PBrush���



2.6. Pair gains as a substitute for maintenance.



The Union is also concerned that increasingly pair gain systems are used as a short-cut to restore service while avoiding underlying (and potentially costly) maintenance problems. For instance, if ten pairs in a 100 pair cable are found to be faulty, a pair gain system may be used to restore cable capacity, leaving the remaining 90 pairs waiting to go down. Anecdotal evidence from the field suggests that this is common practice, particularly in rural areas.





2.7. CAN Electronics: Summary



There is a number of different electronic systems operating in the Customer Access Network designed to enhance the transmission capacity of the physical infrastructure. In the past, these have been developed and deployed largely with a view of providing voice services, although increasingly they are also being used to provide second “lines” (i.e. electronic pathways) for internet access. Through allowing the extension of fibre closer to the premises, some types of system provide higher bandwidth than may have been previously available to customers.



However, depending on the nature of the system, its presence may



make customers more vulnerable to service problems caused by poor cable (e.g. if cable insulation characteristics or performance cannot support the particular system, as was the case with the Boulding family service)

limit service availability (as with the 16/6 systems)

limit bandwidth (as with RAM-8)

prevent the deployment of high speed data services such as ISDN and ADSL



Telstra has plans to phase out some of these systems, but the timelines for doing so will no doubt depend as much on overall CAPEX budgets as they will on immediate customer need. The most immediate targets for replacement should be the small digital pair gain systems, which have typically been used as a cheap alternative to investment in copper and/or fibre. However, the line concentrators and the predecessors of the modern I-RIMs (i.e. RCMs) are also clearly unsuited to meeting consumer needs in today’s data-oriented environment and should be replaced as part of a network modernisation programme.









 3. CAN MAINTENANCE: SYSTEMS, WORK ORGANISATION AND RESOURCING.



In the two preceding sections, the CEPU has outlined some of its major concerns about the state of the physical infrastructure of the PSTN, focussing especially on the Customer Access Network. We have touched on the question of the way shortcomings in the current maintenance regime (arising ultimately from under-manning) interact with problems caused by under-investment in the physical infrastructure to degrade network reliability. This section will explore this question more fully, considering how as it affects the functioning of the network at a number of different levels.



3.1. The Maintenance Backlog.



Evidence from the field, from the Australian Communications Authority and from within Telstra all points to the fact that the number of faults being experienced within the PSTN is growing as is the backlog of work needed to address the underlying causes of these problems.



We have already noted the ACA’s finding that Customer Service Guarantee (CSG) type faults grew by 13.4% nationally during 2000-2001. This statistic, though worrying, does not capture all faults within the network – only those which have developed to a point where service is affected and a customer reports a problem. Nor would it fully reflect the impacts of large outages as a result of major cable or exchange failure (unless all customers affected reported a fault) or the impacts of events covered by Mass Service Disruption Notices.� In short, it understates the problem.



Another measure of network maintenance needs is the number of E71s (recently re-badged Customer Network Improvements - CNIs) awaiting attention. CNIs are external plant maintenance orders. They may vary from replacement of cables to repair of man-hole covers. Questions asked in Senate estimates during 2001 revealed a national figure of some 100,000 such orders awaiting attention at that time, some dating back as much as five years.





 “Telstra currently has 108,000 outstanding CNIs of which 75% have and unacceptable cycle time that does not meet customer expectations. This leads to safety and legal issues, reduced network reliability and productivity.”



				Source: Telstra, June 2002







The CEPU understands that this backlog has grown since the matter was first raised at Senate Estimates last year. In May 2002, the total backlog of CNIs was 108,106. The graph below demonstrates the problem. Although measures are being taken within Telstra  to address the large number of outstanding work orders, incoming orders have been growing at a faster rate than completed ones. 



These statistics clearly reflect under-resourcing, although the Union believes that this fundamental problem is exacerbated by inefficient work organisation and insufficient investment in training. Although the Union cannot quantify the percentage of these CNIs which are reworks, anecdotal evidence and internal Telstra statements indicate that the level of reworks remains a problem i.e. too often 



staff do not have the appropriate skills to perform the job to which they have been despatched and/or

staff are under pressure to provide a “quick fix” rather than deal comprehensively with problems.



Telstra’s use of contract labour employed on piece rates has contributed to the latter problem.





Backlog of CNIs 
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In response to questioning during Senate Estimates hearings, Telstra has suggested that the great majority of these faults fall into the category of “non-urgent”. However this raises the question as to what constitutes an “urgent” fault, as well as ignoring the fact that a fault which may not be urgent today can become urgent tomorrow. The Union understands that Telstra has recently instructed staff to regard all CNIs other than those posing “life and limb” threats and occupational health and safety hazards as non-urgent. This decision reflects budgetary constraints. 



3.2. Maintenance and the Customer Service Guarantee.



It may be asked how Customer Service Guarantee figures for service restoration can be improving when Telstra is operating with some 50% of the workforce it had in 1996 and when the statistics cited above suggest that overall network performance is deteriorating along with Telstra’s maintenance capacities. 



At least part of the answer to this puzzle lies in the reactive maintenance regime which now characterises Telstra’s approach to customer service. The ACA’s Boulding investigation report offers a telling insight into these practices. As the report notes, the staff member sent to repair the first fault in the series reported between 26th January and 6th  February restored service by resetting the pair gain system but did not address the basic problem identified by Telstra’s remote line testing facility (SULTAN) i.e. the low earth resistance condition of the cabling over which the Bouldings’ service was delivered. Customer Service Guarantee timeframes were met, but the problem remained, manifesting itself as a second fault later in the very day in which the first fault had been “cleared”.  



In response to the second fault, the technician sent to address the problem changed the Boulding’s service to a different pair within the cable. While this offered the chance of a better medium-term solution, again it was the symptom that was dealt with, not the underlying illness i.e. the overall condition of the cable. By February 6th, the day on which Sam Boulding suffered a fatal asthma attack, the service was again faulty.



The ACA found, in relation to these circumstances, that:



important fault diagnosis information that was available was either not appreciated or not effectively used by technical staff at the time of the first report.�



While correct in a narrow sense, this statement begs the question as to why the information was not “appreciated” or “effectively used”. In particular, it overlooks the pressures now operating on staff at all levels to ignore underlying causes in pursuit of an immediate solution that meets Customer Service Guarantee timeframes – as was done on the occasion of the first fault. As for the cabling problem it has presumably (but not necessarily) been reported and entered the CNI queue where, were it not for the publicity surrounding this case, it might still be awaiting attention.







3.3. Work Management Systems: Director.



In its submission to the Telecommunications Service Inquiry, the CEPU drew attention to the deficiencies of Telstra’s central work despatch system, Director. This system receives work orders relating to service installation and restoration, external plant maintenance and exchange faults. It organises these orders and assigns relevant staff to them on a daily basis, one job at a time. The system is used to generate the daily work schedule of both full time employees and contract staff.



The Union considers Director to be a prime example of the creation of inefficiencies through over-centralisation and automation. Since the introduction of the system in the mid-1990s, the CEPU believes the productivity of the field workforce has declined significantly. 



Too often, Director provides incorrect or incomplete information about a job, leading to a second or third visit to a location being required. 

Jobs are not always properly matched against the skill sets of staff. 

Lack of local knowledge leads to staff being sent to wrong locations or travelling times being underestimated.�

Assigning of single jobs rather than job batches prevents rational work organisation.



Despite attempts to improve the functioning of this system, the Union estimates that Director continues to account (on average) for some 2 hours lost time per operative per day in unnecessary travelling time. It is still commonplace for staff to meet one another coming and going from jobs in the same area, even in the same street.



Similar inefficiencies arise when a single fault generates a number of separate customer complaints (e.g. a cable fault affecting a row of shops). This may result in the same number of separate call-outs. It is not unheard of to see three or four vans in one area all responding to what is essentially the same problem.



Dispatchers have in recent times been resorting to manual intervention in the system to create more rational handling of work orders. However, manual overrides can cause system problems and have now been forbidden.



So much for human intervention. In the Union’s view, Director both expresses and reinforces a fragmentation of the work process that (along with undermanning) is at the root of many of Telstra’s current maintenance problems. 



In 3.2 we saw a disjunction between fault rectification and external plant maintenance processes in the case of a particular service. This problem is endemic. Not only is work not rationally organised by Director – the system of work organisation actively militates against an efficient maintenance regime. Staff allocated to customer service restoration tasks will often locate cable faults which it is within their capability to rectify. As Director only allows two hours per job, however, and as staff productivity is constantly monitored on a quantitative basis, staff have neither the opportunity nor the incentive to address such problems.



   Systems Integration Issues. 



The ACA’s inquiry into the Bouldings’ service difficulties identified deficiencies in Telstra’s fault handling processes that sprang from lack of systems integration. In particular it found that relevant customer information (e.g. number of services, priority status, previous fault history) was not fully available to field staff attending to a problem. Nor was information relating to the characteristics of local cabling (i.e. the presence of loading coils).



The ACA reports that Telstra is addressing these problems. The Union understands, however, that there is still not full interactivity between Director and MPANS, the cable records data base. (The shortcomings in the data base itself are considered at 1.4.)

3.5.  Handling of recurrent faults.



The impacts of recurrent faults on customers received widespread public attention in the early 1990s as a result of the Casualties of Telstra (COT) cases. These were (largely) small business customers who claimed large losses of earnings as a result of repeated service failures. The Boulding inquiry has raised this issue once more, though in this case for a domestic premises.



As a result of the COT cases, Telstra was required to develop an escalated fault handling process which referred difficult and/or persistent network faults to a higher level of management for resolution. In response to this recommendation, Telstra created specialist complaint management teams responsible for higher level diagnostic work. Such teams were organised on a state basis, with separate teams responsible for rural and metropolitan areas.



In October 2001, Telstra moved to rationalise these structures by reducing the number of metropolitan teams from five to three, all located in the eastern states. The teams in Brisbane, Adelaide and Perth were wound up and the number of staff dedicated to this work reduced. Since that time a rising proportion of all Telstra complaints received by the Telecommunications Industry Ombudsman (TIO) have been service complaints. Such complaints tend to be made in relation to recurring problems i.e. people go to the TIO after they have failed to have their problems resolved by Telstra.



In the CEPU’s view, this is another example of centralisation breeding inefficiencies through reducing local knowledge and allowing too great a reduction in overall resourcing levels.



As noted in 1.6, there is also a growing problem at the field workforce level in the handling of escalated faults, with inadequately trained staff now frequently being deployed to restore these services. These practices reflect loss of skills from Telstra, cut-backs to the training budget and an attempt to lower overall wage costs by using lower level staff for work once performed by more highly trained (and paid) operatives. The Union believes that these practices are continuing despite the ACA’s having drawn attention to inadequacies in Telstra’s resourcing of escalated faults in its examination of the Boulding case.



4. NETWORK FAULTS: MONITORING AND REMEDIATION ISSUES.



The preceding sections have dealt primarily with the state of the Customer Access Network infrastructure (cabling and electronics) as it is here the Union believes the issues that concern this Inquiry are centred. Nevertheless, the CAN is not the only section of the PSTN which the union believes to be suffering from under-resourcing and the effects of fragmentation of work processes and responsibilities. As a consequence of such trends, the CEPU considers that the inter-exchange and backbone networks are also today more vulnerable to failure (i.e. to major outages) than was the case a decade ago. 



  Monitoring the network.



The functioning of the PSTN is constantly being assessed and recorded through a series of monitoring and self-monitoring devices which send information to locations throughout the network. This information may consist of details of calls for billing purposes or it may alert network managers to an actual or potential malfunction of plant or equipment. In the latter case, an alarm may be triggered. Elements of the network are separately alarmed.  For instance, systems monitor:



Switching and transmission faults

Mains power availability and distribution 

Back up generator availability and functioning (fuel levels)

Battery voltages (in exchanges, in pits)

Pair gain system functioning

Exchange security

Air conditioning

Cable air pressure



As we have seen, alarms for pair gain systems are now sent to a single centre in Brisbane where they may generate work orders for Director. Most other alarms, however, are dealt with through the Global Operations Centre (GOC) in Melbourne. This situation represents an exceptionally high degree of centralisation of the network operations function.



A decade ago, the great majority of Telstra’s larger exchanges were manned. Alarms flowing from problems in exchange power supply, back up batteries, cable pressure and local switching and transmission were received and dealt with at these exchanges. Even where there were unmanned rural exchanges, the node that received the alarm would have probably been within a relatively short distance and the fault would have been addressed by a local technician with knowledge of the area and within relatively easy reach of the problem.



Today some 85 staff monitor network alarms for the whole of Australia, some 17-19 will be on duty at any one time. A further 55 (11 at any one time) analyse related network faults. At the time these operations were centralised in Melbourne, many of the existing, highly experienced staff employed in network operations chose not to relocate. The staffing shortfall was met with new recruits who had been given minimal training (and made to sign Australian Workplace Agreements as a condition of employment).



The CEPU believes that Telstra’s capacity to diagnose network faults correctly and respond to them promptly has been seriously undermined by these processes. The problems are exacerbated by the contracting out of certain key functions such as power maintenance and exchange security/air-conditioning.



















CASE STUDY: OUTAGE AT KYNETON



The Kyneton Exchange is a regional node which trunks traffic between Kyneton and nearby centres. One Monday, morning, the Global Operations Centre in Melbourne contacted Network Design and Construction requesting that a staff member investigate what appeared to be a cut fibre optic cable into the exchange.



On arriving in Kyneton, the technician discovered the whole town was affected by the outage. He attempted to enter the exchange, but his swipe card would not work. He rang the GOC and was told to contact Transfield, the company to whom exchange maintenance is contracted. Transfield told him he did not have security clearance to enter the exchange.



Having decided that the situation warranted a degree of initiative not generally encouraged by Telstra’s current forms of work organisation, the staff member forced entry into the building There he found  that the exchange batteries, on which the exchange had been operating since the previous Friday night, were flat. He connected a back up generator and restored service – to the hospital, the school and the community at large.



The Kyneton exchange had been relying on emergency power supply for over 48 hours without the problem being addressed.



A number of questions arise from this comedy of errors:



Was the rectifier at the Kyneton exchange correctly alarmed and if so why was there no response to the alarm?

Was the back-up generator alarmed and why did it not function?

Were the batteries alarmed and if so why were the repeated warnings they would have sent to the GOC ignored? Why did the GOC believe the problem was a cut cable when the scale of the outage indicated exchange failure?





The  incident described above is a dramatic but by no means isolated example of diagnostic failure. It points to a number of problems endemic to the current system of oversighting network operations:



Insufficient diagnostic capabilities within the GOC. In the Kyneton case, it should have been evident from the information reaching the GOC that the problem was at the exchange, not in an external cable.

Possibility of information “overload” inhibiting diagnosis. As interacting elements of the network become affected by a fault, they all send alarms to the GOC, generating “alarm storms”. In these circumstances, isolating the primary fault may require long and persistent effort. Resourcing levels do not always allow such patient analysis. At times the store of alarm information may simply be wiped. 

Shortages of experienced staff capable of analysing complex fault information received at the GOC. 

Absence of dedicated on-site staff to analyse problems at switching nodes. The Union is aware of a fault at one such node that was present for over a year before being isolated.



5. SUMMARY



The Public Switched Telecommunications Network (PSTN) provides the core infrastructure for the nation-wide delivery of telecommunications services to the Australian population. Over time, it has performed this role with a high degree of reliability. Today, however, this achievement is being undermined by the market pressures operating on Telstra.  At their crudest level, these take the form of explicit demands for staff reductions. Only slightly less obvious are the pressures to maintain profit growth (and hence the share price) by reining in both capital and labour costs. Recently, in an unabashed demand that Telstra act as a cash cow rather than a service provider, institutional investors have been pressing for an increase in the dividend pay-out.



At the same time, political pressures are being brought to bear on the company to meet certain service benchmarks to smooth the way for full privatisation. The immediate challenge thus facing management is to do more with less – or at least to be seen to be doing more with less. The CEPU believes that Telstra’s response to these contradictory pressures has been to



reduce total labour costs through redundancies, use of contractors, cut-backs to training and greater deployment of lower level/wage staff

ration capital expenditure, especially within the domestic network and

adopt an increasingly reactive, rather than pro-active, approach to maintenance which focuses on short-term statistical outcomes rather than on fundamental network needs.



As the Union has argued above, this last strategy helps explain the apparent paradox of improving Customer Service Guarantee compliance figures at a time when other statistics show both fault rates and customer complaints rising and when the Union’s members are repeatedly testifying to the poor state of the PSTN. 



Such is the extent of this latter problem that the Union understands that Telstra’s policy is now to focus network maintenance efforts on high priority customers such as businesses and hospitals who, according to new internal rankings, are accorded platinum or gold status. Some 25% of customers fall within these categories. The maintenance needs of the remaining 75% (lead?) customers are, by definition,  not a priority.



Centralisation and automation of diagnostic functions and job despatch have contributed to maintenance difficulties, as has the process of contracting out functions which may superficially appear non-core (such as exchange air-conditioning or power supply) but which are critical to network operations. The Union’s members point to the fragmentation of the work process and of work accountabilities that have accompanied these developments as sources of inefficiency.



The fundamental problem, however, is the under-resourcing of the Customer Access Network. Despite a range of CAN initiatives over the last decade, the network infrastructure remains in poor physical condition. Telstra’s use of  Mass Service Disruption Notices to seek exemption from Customer Service Guarantee penalties during periods of heavy rainfall only serves to highlight the underlying issue i.e. the state of the CAN cabling.



This degradation of a key section of the national telecommunications infrastructure comes at a time when consumer service expectations are rising and when national economic goals require the wide availability of modern services. The Union believes that these cicumstances call for a systematic approach to network improvement, as opposed to the piecemeal project funding that has largely characterised Networking the Nation and related “social bonus” initiatives funded through the partial sale of Telstra.



Moreover it is self-evident that the funding strategy employed by the present Government to address service deficiencies is neither sustainable (if all of Telstra is sold) nor capable of addressing needs of a scale identified here and in previous inquiries. Policy mechanisms must be delivered which encourage (efficient) investment in a national access network capable of meeting both present and future demand.



The CEPU will address such questions and related regulatory issues in its supplementary submission.
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