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14.63 This is the only national project bringing representatives together from all 
Australian educational jurisdictions to create safer schools free from 
bullying, harassment and violence. The ‘well-known, respected and 
comprehensive’ website Bullying, No Way! is an important result of this 
project.58 

14.64 In 2010/2011, the project will focus on strategic support for 
implementation of the National Safe Schools Framework and related 
national priorities with a range of activities. 

14.65 Victoria actively supports the Alannah and Madeline Foundation and, in 
2009, contributed $250,000 to its Cyber Safety and Wellbeing pilot program, 
now known as the eSmart program. This will contribute to ensuring 
children benefit from the learning opportunities provided by the online 
environment in a safe way.59 

Queensland 

Education 
14.66 The Queensland Department of Education and Training has built a safe 

and secure online learning environment that all students can access from 
their homes. They are able to use blogs and a range of resources, as well as 
engage with other students through online forums.  A great deal of work 
has been done to ensure that staff, students and parents/carers are more 
aware of cyber-safety and the responsible use of technology. The 
Department will ensure that important messages about cyber-safety 
continue to be shared and reinforced in school communities.60 

14.67 In 2010, it established the Queensland Schools Alliance Against Violence. 
This is a group of key stakeholders, including representatives from the 
State, Catholic and Independent school sectors, parents/carers, Principals’ 
associations, unions and the Commission for Children and Young People 
and Child Guardian. Its purpose was to provide advice on best practice to 
deal with bullying, cyber-bullying and violence.61 

14.68 The Alliance’s report has been used to develop resources for use in all 
schools in the State. These included: 

58  Victorian Government, Submission 112, p. 4. 
59  Victorian Government, Submission 112, p. 5. 
60  Ms Patrea Walton, Acting Deputy Director-General, Queensland Department of Education 

and Training, Transcript of Evidence, 17 March 2011, pp. CS79-80.  
61  Ms Anita Smith, Senior Education Officer, Student Wellbeing, Learning and Teaching, 

Services, Brisbane Catholic Education, Transcript of Evidence, 17 March 2011, p. CS25. 
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•  a Declaration against Bullying and Violence; 

•  toolkits for schools and for parents, and  

• a starter kit for developing local community alliances against 
bullying and violence.62 

14.69 Work that has been based on the report’s recommendations will be 
reviewed in about September 2012. 

14.70 Students were consulted about bullying, and recommendations made by 
Professor Ken Rigby of were used to advise schools about tackling 
bullying and cyber-bullying. In 2010, Dr Michael Carr-Gregg undertook ‘a 
large number’ of valuable workshops in ten locations across the State to 
support and provide advice to parents/carers, teachers and school leavers 
about bullying and cyber-bullying. He has continued to give these 
workshops in 2011.63 

14.71 The Department will be in partnership with the Alannah and Madeline 
Foundation to provide eSmart to all State schools. This is a framework that 
guides schools to make sure that they are doing everything they can to 
combat cyber-bullying and promote cyber-safety.64 

14.72 As already noted, ACMA’s Help Button has been placed on over 177,000 
school-based computers in the State. All schools are required to develop 
responsible behaviour plans for students, and these had to be reviewed to 
ensure that they included strategies to deal with bullying and cyber-
bullying. The enrolment process includes ‘Acceptable Use’ agreements 
with parents/carers about the use of technology by students.65 

14.73 The Department has a repository of resources around bullying and cyber-
bullying, the ‘Bullying.No Way!’ website, provided by the Australian 
Government under the Safe and Supportive Schools Communities 
project.66 

 

62  Ms Patrea Walton, Acting Deputy Director-General, Queensland Department of Education 
and Training, Transcript of Evidence, 17 March 2011, pp. CS79-80. 

63  Ms Patrea Walton, Acting Deputy Director-General, Queensland Department of Education 
and Training, Transcript of Evidence, 17 March 2011, p. CS80. 

64  Ms Patrea Walton, Acting Deputy Director-General, Queensland Department of Education 
and Training, Transcript of Evidence, 17 March 2011, p. CS80. 

65  Ms Patrea Walton, Acting Deputy Director-General, Queensland Department of Education 
and Training, Transcript of Evidence, 17 March 2011, p. CS80. 

66  Ms Patrea Walton, Acting Deputy Director-General, Queensland Department of Education 
and Training, Transcript of Evidence, 17 March 2011, pp. CS80-81. 
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South Australia 

Education 
14.74 The South Australian Department of Education and Children’s Services 

recognised the issue of bullying in 1996 and detailed it in the school 
discipline policy. School communities are encouraged to work together to 
create an environment free from harassment and bullying. Since 2005, all 
Departmental schools have been required to have an anti-bullying policy 
and they are now also encouraged to have a cyber-bullying emphasis. The 
non-government education sector has the same requirements.67 

14.75 It has developed the pre-school to Year 12 package Keeping Safe: Child 
Protection Curriculum, and trained 17,000 of its 20,000 teachers in its use. 
The Catholic sector in South Australia is implementing it, as are schools in 
the Northern Territory. It is unique because it connects cyber-safety with 
child protection, emphasising the importance of implementing the 
document and teaching respect for relationships. It provides advice on 
Internet security, including examples of cyber-safety user agreements, and 
actions principals can take following a cyber-safety event. It also addresses 
the issue of teachers’ digital footprints.68 

14.76 In May 2009, it advised principals on actions that they can take on cyber-
bullying or electronic crime. This clarified their use of disciplinary powers, 
including suspension and exclusion, for events occurring beyond the 
school gates and outside school hours where the well being of a student, 
teacher or member of the school community is affected.69 

14.77 In 2010, the Department: 

• provided $100,000 in grants to schools to implement innovative 
practices. These are being written up for placement on the 
Department of Education and Children’s Services website; and 

• collaborated with the South Australian Police to have cyber-safety as 
part of the two-yearly primary schools’ music extravaganza.70 

67  Mr Greg Cox, Senior Policy Advisor, Student Wellbeing, South Australian Department of 
Education and Children’s Services, Transcript of Evidence, 3 February 2011, pp. CS66-67. 

68  Mr Greg Cox, Senior Policy Advisor, Student Wellbeing, South Australian Department of 
Education and Children’s Services, Transcript of Evidence, 3 February 2011, p. CS68. 

69  Mr Greg Cox, Senior Policy Advisor, Student Wellbeing, South Australian Department of 
Education and Children’s Services, Transcript of Evidence, 3 February 2011, p. CS68. 

70  Mr Greg Cox, Senior Policy Advisor, Student Wellbeing, South Australian Department of 
Education and Children’s Services, Transcript of Evidence, 3 February 2011, p. CS69. 
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14.78 In 2005, the South Australian Government formed the Coalition to 
Decrease Bullying, Harassment and Violence in South Australian schools. 
Its initiatives have included: 

• The 2006 Safer South Australian Schools Conference; 

• The pamphlet Cyber bullying, e-crime and the protection of children and 
young people, 150,000 copies of which were distributed to all schools 
in the State; 

• Coordination of National Safe Schools Weeks in 2006 and 2007; 

• Providing advice on the National Safe Schools Framework; and 

• Support for Dr Barbara Spears of the University of South Australia to 
gain a grant from the Commonwealth to capture stories from young 
people, their parents and school staff on cyber-behaviour issues. A 
web site was developed based on this research. Advice was provided 
to the school sector, including the Department’s policy Cyber-safety: 
Keeping Children Safe in a Connected World.71 

14.79 Collaboration between the three sectors, public, Catholic and independent, 
‘is not uncommon’ in South Australia, so that a number of child protection 
documents are policy in all schools in the State.72 The Department referred 
to the low rate of bullying in South Australia, noting the suggestion that 
this was the result of initiatives already undertaken, such as the Coalition 
mentioned above, and collaboration between the three schooling sectors. 

14.80 As part of registration in South Australia, teachers are required to 
complete Responding to Abuse and Neglect Education and Care training, and 
update this every three years. There are elements of cyber-safety in this 
training, as it acknowledges that teachers are required to maintain a 
professional; presence on the Internet. It also addresses the issue of 
teachers’ digital footprints, including those of pre-service teachers who are 
likely to use social networks more often than older teachers.73 

South Australian Office for Youth 
14.81 In response to a growing concern about the risks to young people 

associated with using social networking sites, the South Australian Office 

71  Mr Greg Cox, Senior Policy Advisor, Student Wellbeing, South Australian Department of 
Education and Children’s Services, Transcript of Evidence, 3 February 2011, pp. CS67-68 

72  Mr Greg Cox, Senior Policy Advisor, Student Wellbeing, South Australian Department of 
Education and Children’s Services, Transcript of Evidence, 3 February 2011, p. CS68. 

73  Mr Greg Cox, Senior Policy Advisor, Student Wellbeing, South Australian Department of 
Education and Children’s Services, Transcript of Evidence, 3 February 2011, p. CS69. 
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for Youth ran a Social Networking Education and Awareness Campaign in 
June 2010.74 

14.82 The temporary Safer Social Networking info-line was open from 4 to 11pm 
on two days, seeking:  

• to provide young people and their parents/carers with the necessary 
information to enable a better understanding of, and to set, privacy 
settings on individuals’ social networking sites; and 

• to identify key social networking issues for young people.75 

14.83 An online survey was placed on the Office’s website. 

14.84 The one-stop-shop Cyber Safety Information Portal provided young 
people and their parents/carers with a range of information on cyber-
safety. 

14.85 The info-line received 27 calls, and 103 people responded to the survey. 
The campaign showed public concern for many of the issues raised in this 
Inquiry, including some that were not often publicised, such as underage 
users, hacking, how easy it was to lie about identity online and trusting 
others without knowing who they were.76 

14.86 In addition to recording concerns about general privacy and identity theft 
issues it also revealed two other matters. The first was the need for more 
education about other issues not often raised, such as: 

• Knowing what to do if something happens online; 

• Understanding users’ rights; 

• Understanding that the same rules apply online as in the ‘real’ 
world; and 

• What parents/carers or grandparents can do if they are concerned 
about young people’s online safety.77 

14.87 The second matter was enforcement. During the Campaign, the Office 
referred 13 callers to police or ACMA to investigate cyber-safety threats. 
Many of these callers had already spoken to the police and felt that their 
concerns had not been adequately addressed. Others had concerns, e.g. 
about cyber-bullying or hate pages on Facebook, but did not know who to 

 

74  South Australian Office for Youth, Submission 98, p. 1. 
75  South Australian Office for Youth, Submission 98, p. 1. 
76  South Australian Office for Youth, Submission 98, p. 6. 
77  South Australian Office for Youth, Submission 98, p. 4. 



AUSTRALIAN RESPONSES TO CYBER-SAFETY ISSUES 395 

 

contact for assistance. For example, at that time, the Office believed that 
there was no agency clearly responsible for responding to cyber-safety 
threats, particularly for young people.78 

14.88 The Australian Education Union referred to the Coalition to Decrease 
Bullying, Harassment and Violence in South Australian Schools, 
commenting that it: 

comprises the 3 main education authorities, (DECS, Catholic Ed 
and Independent Schools) together with the University of SA. This 
coalition has produced brochures for families etc on Cyber 
bullying, e-crime and the protection of children and young 
people.79 

Western Australia 

Education 
14.89 The West Australian Education Department has implemented a tiered 

approach to filtering Internet access to minimise the risk of student and 
staff exposure to inappropriate content. It has a central filtering service 
blocking access to approximately 750,000 sites identified as containing 
content unsuitable for educational needs. This centrally-managed blacklist 
is linked to similar services around the world and is updated daily to 
reflect changes occurring on the Internet.80 

14.90 Each school has an Internet filter, enabling a further level of Internet 
access to meet local needs best. 

14.91 Computers used on school networks are supplied with pre-configured 
Internet browser software default settings to block certain actions that 
might inadvertently lead to sexual content.81 

14.92 A Students Online policy has been introduced for public schools to 
establish school-based procedures that both protect and inform students, 
and their parents/carers, about use of Departmental online services. All 
schools have a local policy all students are required to sign encouraging 
good practice and appropriate online behaviour. The Department works 
closely with ACMA, and has promoted its Cybersmart initiatives.82 

 

78  South Australian Office for Youth, Submission 98, p. 4. 
79  Australian Education Union, Submission 11, p. 10 
80  Western Australian Department of Education, Submission 115, p. 2. 
81  Western Australian Department of Education, Submission 115, p. 2. 
82  Western Australian Department of Education, Submission 115, pp. 2-3. 
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14.93 The Department accepted that the scale and nature of the Internet was 
such that no filtering mechanism could offer protection from all 
inappropriate content in a school. When used with user awareness, agreed 
operating procedures and adequate supervisory techniques in classrooms, 
this combination of technologies and practices provides a high level of 
protection.83 

14.94 The WA Government supported the Child Health Promotion Research 
Centre at Edith Cowan University to develop The Cyber Bullying Formative 
Study (2007-2008) to address the rise in Cyber-bullying. This study 
revealed that few children who had been victims of bullying online would 
not discuss the issue with parents/carers or teachers for fear of having 
mobile phones or computers removed, or because they believed that 
adults were unaware of the problem and did not know how to prevent it.84 

14.95 It provided $400,000 for the first Youth Summit conducted by the Child 
Health Promotion Research Centre as part of its 2007/2008 Study.  Two 
summits were held to identify effective and appropriate prevention and 
management strategies for young people, involving responses coordinated 
between school and families.85  

14.96 The first Summit enabled 200 Year 10 students to engage in problem-
solving about cyber-bullying. The second was for staff and parents/carers, 
and the result was a Declaration presented to the Minister. The ideas 
outlined in this document demonstrated the willingness of young people 
to own a problem and develop their solutions. It also confirmed ‘that 
student-focussed solving of problems is the most powerful strategy to 
combat cyber-bullying’.86 

14.97 A cross-sectoral and inter-agency body, the Cyber Safety for Children 
Working Party, has been set up, the first in Australia to establish links 
between stakeholders supporting schools to address online safety issues.87 
It provides a forum for the discussion and application of findings about 
the nature, prevalence, implications of and level of risk associated with 
cyber-safety threats, as well as the effectiveness of both Australian and 
international responses to safety threats. 

 

83  Western Australian Department of Education, Submission 115, p. 4. 
84  Western Australian Government, Submission 118, pp. 3-4. 
85  Western Australian Government, Submission 118, p. 4. 
86  Western Australian Government, Submission 118, p. 4. 
87  Western Australian Government, Submission 118, p. 4. 
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14.98 The WA Government believes that this Working Party would be an 
effective tool to support the cultural change required in schools to reduce 
the effects of cyber-bullying.88 

14.99 The WA Education Department, the WA Catholic Education Office and 
the Australian Independent Schools (WA) have a close relationship with 
ACMA, ensuring that all their schools have access to material that it has 
developed. 

14.100 The K-10 Syllabus embedded the national Statement of Learning for 
Information and Communication Technologies which included building an 
understanding of the legal, ethical and health and safety implications of 
using the online environment, and responsibilities as users and 
developers.89 

14.101 A range of evidence-based intervention plans has been developed by the 
Child Health Promotion Research Centre to deal with bullying, 
compatible with Australian curriculums, programs and practice. As these 
represent best practice, the WA Government believes that they should be 
considered for wider implementation in Australian schools.90 

14.102 Commissioned by the Department of Broadband, Communications and 
the Digital Economy, in 2009 the Child Health Promotion Research Centre 
conducted a review of cyber-safety literature. This provided the most 
recent and comprehensive review of cyber-safety issues conducted to date 
in Australia, including best practice safeguards. 

Tasmania 

Education 
14.103 The Tasmanian Department of Education uses information and 

communications technology as a core skill across all areas of the 
curriculum. Each school develops a plan for their requirements, with a 
view to engaging the local community so that it is clear that responsible 
use of technology happens across a day, not simply during school hours. 
Within a safe and secure framework, schools have considerable freedom 

 

88  Western Australian Government, Submission 118, pp. 4-5. 
89  Western Australian Government, Submission 118, p. 5.  
90  Western Australian Government, Submission 118, p. 6. 
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about their technology arrangements, as well as how they handle difficult 
issues.91 

14.104 Parents/carers, students and teachers must all sign ‘conditions of use’ 
forms, and information sessions are organised to educate them about 
cyber-safety, these are not mandatory for parents/carers. However, it 
appears that ’95-plus percent’ of parents/carers sign and return these 
agreements, and use is made of any opportunities that arise for 
teachers/principals to complete the process.92 

14.105 The Department uses a filtering service provided by Telstra Corporation 
that allows sites to be blocked routinely, as well as individual URLs. While 
Web 2.0 technologies such as YouTube and Facebook are allowed into 
schools by default, primary students are not allowed to access Facebook 
because of age restrictions. A high school can decide to block Facebook 
but, as the aim is to educate students in the responsible use of technology, 
a teacher may construct a lesson using Facebook.93 

14.106 Detailed reports are kept on a range of incidents at schools, and 
information is therefore available on students’ use of technology.  
Strategies are also in place within schools to support students after events 
that occur on social networking sites. 

14.107 A Memorandum of Understanding has been reached with the Tasmanian 
Police because of concerns about the number of violent incidents being 
filmed on mobile phones. In operation in part of the State for two years, it 
is likely to be extended to the rest of Tasmania later in 2011.94 

14.108 When there has been a violent incident at a school, the police are notified, 
their processes are followed and they decide whether to take action on 
behalf of the Department. The police can also be involved in approaching, 
for example, YouTube through the AFP to remove unsavoury material.95 

 

91  Mr Trevor Hill, Director, Information Technology Services, Department of Education 
Tasmania, Transcript of Evidence, 20 April 2011, p. CS4. 

92  Mr Trevor Hill, Director, Information Technology Services, Department of Education 
Tasmania, Transcript of Evidence, 20 April 2011, p. CS4. 

93  Mr Trevor Hill, Director, Information Technology Services, Department of Education 
Tasmania, Transcript of Evidence, 20 April 2011, pp. CS5-6. 

94  Ms Liz Banks, Acting Deputy Secretary, Early Years and Schools, Department of Education 
Tasmania, Transcript of Evidence, 20 April 2011, pp. CS7-8. 

95  Ms Liz Banks, Acting Deputy Secretary, Early Years and Schools, Department of Education 
Tasmania, Transcript of Evidence, 20 April 2011, p. 8. 
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14.109 While teachers have to apply periodically for re-registration, unless they 
have been outside the profession for some time, there is no requirement 
for ‘refresher’ professional courses.96 

14.110 While Departmental schools are able to use ACMA’s Help Button but, 
because they can decide how they use it, the rate of introduction has not 
been high.97 

Northern Territory 

Education 
14.111 The Northern Territory Government considered that governments had an 

important role in developing policies and programs to prevent and deal 
with all forms of bullying, including cyber-bullying. They also ensured 
that schools are appropriately supported and resourced to provide 
parents/carers and teachers with access to training about cyber-bullying 
and other online safety issues.  

14.112 Schools in the Northern Territory therefore, have policies, aligned to the 
Safe Schools Northern Territory Code of Behaviour. Parents/carers and 
students are required to sign an ‘Acceptable Use’ agreement covering in 
general terms the inappropriate use of the online environment, including 
bullying and harassment.98 

14.113 Positive Behaviour Advisors in schools also taught Student Representative 
Councils and School Captains, of public, Catholic and independent 
schools, about dealing with cyber-bullying with the expectation that they 
will share this approach with their schools. 

14.114 The Territory’s Education Department is developing a professional 
Learning on Demand Module in cyber-safety for its educators to 
undertake in 2011. It includes information on cyber-bullying, online 
reputations and cyber-stalking.99 

14.115 While the sample size of cyber-bullying incidents in the Territory is 
insufficient to provide objective analysis, incidents have increased as 
young people gain greater online access. 

96  Ms Liz Banks, Acting Deputy Secretary, Early Years and Schools, Department of Education 
Tasmania, Transcript of Evidence, 20 April 2011, p. CS12. 

97  Mr Trevor Hill, Director, Information Technology Services, Department of Education 
Tasmania, Transcript of Evidence, 20 April 2011, p. CS13. 

98  Northern Territory Government, Submission 84, p. 7. 
99  Northern Territory Government, Submission 84, p. 7. 
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14.116 School based police officers in the Territory have a significant role in the 
investigation of cyber-bullying complaints, and the delivery of safety 
instruction to young adults. They have been delivering education 
awareness presentations since 2008.100 

14.117 These have been complemented by the immediate and thorough 
investigation of all complaints about cyber-bullying within the school 
environment, including requirements for parental/carer support and 
information on the consequences of misuse of carriage services. Education 
and encouragement is also provided to parents/carers and families to 
become more conversant with the online environment, and to monitor 
actively what young people are accessing on the Internet. 

The Australian Capital Territory 
14.118 The ACT Government acknowledged the need to take advantage of 

opportunities presented by developments in the online environment, 
while recognising the need to educate and protect young people against 
associated risks. This environment provided a means for citizens to have 
access to information that was consistent with the Human Rights Act 2004 
(ACT). It contained provisions about protecting families and children, 
freedom of expression and taking part in public life.101 

14.119 The ACT is actively involved in combating cyber-crime and cyber-safety, 
both within the Territory and through cooperation with other 
jurisdictions. Agencies have introduced programs to educate young 
people on the safe use of the online environment, and to equip those in 
responsible positions with the skills to address issues that may arise. 

14.120 The Children and Young People Act 2008 (ACT) provides for the promotion, 
wellbeing, care and protection of young people in ways that recognises 
their right to grow in a safe and stable environment.102 Under the National 
Framework for Protecting Australia’s Children, initiatives are under way, 
including: 

• The ACT Young People’s Plan 2009-2014 took account of issues of 
importance to young people, including measures to be taken to 
address cyber-bullying, and  

• The ACT Children and Young People’s Commissioner is obtaining 
the views of children and young people on issues including the use 

 

100  Northern Territory Government, Submission 84, p. 6. 
101  ACT Government, Submission 82, p. 1. 
102  ACT Government, Submission 82, p. 2. 
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of online media tools. The Commissioner will then advise the 
Government on how to improve services for this group.103 

14.121 Commenting on programs in the ACT, the Australian Education Union 
noted that: 

there is a Safe Schools Taskforce which is a cross-sectoral group 
with representation from each school sector, the Youth Advisory 
Council, parent groups, principals, education unions and ACT 
Policing. The taskforce examines policies and procedures and 
makes recommendations to maintain and improve the safety of 
children and young people in ACT schools. These 
recommendations have resulted in new or updated policies 
(including Providing Safe Schools P-12, Countering Bullying, 
Harassment and Violence in ACT Public Schools, the Keeping 
Children Safe in Cyberspace guide and the Code of Conduct for 
public schools, outlining what is expected of all people when on 
ACT public school grounds), plus associated pamphlets and 
posters for schools and families. The taskforce is currently 
planning a forum for students on cyber-safety in 2011.104 

Education 
14.122 The Government believed that the ACT is at the forefront of information 

and communications technology. It has used the myclasses Virtual 
Learning Entertainment Environment since 2003. At the beginning of a 
school year, or on enrolment, all students must sign an ‘Acceptable Use’ 
form before they can go online. They are monitored while online, and 
inappropriate websites are blocked on the school system.105 

14.123 In 2009, a blogging feature for teachers was introduced into the myclasses 
environment. When it was apparent that some students were using it 
inappropriately, and without teachers’ knowledge, it was removed. 

14.124 A new Virtual Learning Entertainment Environment, Connected Learning 
Communities, has been deployed to all ACT public schools to replace 
myclasses. It enables schools to access digital content to enrich programs 
via the Internet. During its selection and development, consideration was 
given to the level of risk and cyber-safety concerns that it could bring.106 

 

103  ACT Government, Submission 82, p. 2. 
104  Australian Education Union, Submission 11, p. 10. 
105  ACT Government, Submission 82, pp. 3-4. 
106  ACT Government, Submission 82, p. 4. 
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14.125 The Connected Learning Communities provides teachers with the 
opportunity actively to develop essential skills and capabilities in students 
to participate safely in the online environment. Its features include: 

• An ACT Safe-Report Abuse button located at the top of every page. 
This would automatically open a new mail message in which 
students can type in the issue. The recipient of these messages would 
be a selected staff member; 

• The individual user name and password given to each student, 
which must be authenticated before access is given to the network, 
and prevents students from making anonymous contributions 
within this environment; 

• Students and teachers will be able to use a range of social 
networking tools that were once unavailable in classrooms because 
of privacy issues, and the risks of students engaging online with 
unknown people. Schools will be able to select the people with 
whom their students connect: their year, the whole school or across 
schools; and 

• If students are using the networks inappropriately, monitoring and 
tracking systems will allow schools to lock accounts within seconds 
and examine the students’ digital footprint.107 

14.126 The ACT works with other organisations, including the AFP, ACMA and 
the Budd:e Program, to educate teachers, parents/carers and students 
about Cyber-safety. This included the distribution of posters brochures 
and teaching materials to schools. Many schools had hosted information 
nights about safety online and cyber-bullying, and those which had taken 
part had indicated that these were well-received and ‘extremely 
beneficial’.108 

14.127 While reports of specific incidents are low in the ACT, where cyber use 
escalated into bullying behaviour in a school, it is important that schools 
respond appropriately. These incidents are dealt with under a range of 
policy documents developed in accordance with the National Safe Schools 
Framework. ACT policies will be updated to reflect changes that are 
required in the recent review of the Framework.109 

14.128 A Safe Schools Taskforce has been created to ensure that the ACT remains 
a national leader in tackling bullying at school, and that all ACT schools 

 

107  ACT Government, Submission 82, p. 5. 
108  ACT Government, Submission 82, pp. 5-6. 
109  ACT Government, Submission 82, p. 6. 
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deal with it in the same manner. Including systemic Catholic and 
independent schools ensures that the best ideas from the three sectors are 
shared and used for the benefit of all students. 

14.129 In 2010, a sub-group of this Taskforce was formed specifically to consider 
cyber-safety and cyber-bullying issues.110 A forum, involving Year 9 
students from all ACT schools, teachers, parents/carers and organisations 
such as the AFP, was held in Canberra on 18 March 2011. 

Non-government and industry responses  

14.130 Australian organisations and service providers have taken a range of 
measures to encourage cyber-safety, and to combat cyber-bullying in 
particular. The following individuals and organisations that participated 
in the Inquiry have devised a range of programs dedicated to dealing with 
the abuse, and to improve cyber-safety for young people generally. 

Australian organisations 
14.131 The Safer Internet Group includes organisations such as the Australian 

Council of State School Organisations , the Australian Library and 
Information Association, Google, iiNet, the Inspire Foundation, the 
Internet Industry Association, the Internet Society of Australia, Internode, 
the System Administrators Guild of Australia and Yahoo!.111 The Group 
aims to develop ‘the Internet as a platform for education, communication 
and economic activity and acknowledges that for the vast majority of 
users, the internet is a safe place’ and:  

advocates for effective action to be taken to ensure that Internet 
users, and particularly children, have a safe experience online, 
while preserving the benefits of open Internet access for all 
Australians. The SIG believe that the most effective way to protect 
Australia’s children on the Internet is achieved by a combination 
of safety enhancing measures which include a primary focus on 
effective education and comprehensive policing of the Internet.112 

14.132 The Stride Foundation is a not-for-profit organisation dedicated to helping 
improve the physical, mental and social well-being of young people and 

 

110  ACT Government, Submission 82, p. 7. 
111  Safer Internet Group, Submission 12, p. 1. 
112  Inspire Foundation, Submission 3, p. 11. 
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their communities. Its purpose is to empower young people to realise their 
full potential, and to have the opportunity for brighter futures. It started 
as a peer-support foundation, and now takes on the cultural change of 
schools. It is not the same as other organisations with similar aims because 
it works with young people before any issues encountered, such as 
bullying, conflict, stress, depression suicide or low self-esteem, begin to 
have negative effects on lives.113 

14.133 The keys to Stride’s CyberS@vvy program are: 

• Understanding the lack of empathy involved; 

• Looking at how digital footprints work, and how students and 
perpetrators can be traced; 

• Legal penalties; and 

• How to refer serious issues to a trusted adult.114 

14.134 Berry Street is the largest independent, not-for-profit child and family 
welfare organisation in Victoria, providing an extensive range of services 
for young people and families across the State.115 

14.135  It approached cyber-safety through vulnerable young people living out-
of-home and engaged in alternative education. One of its aims is to 
increase online access for those young people. As has been pointed out, 
those in out-of-home care can have less access to technology than their 
peers. This organisation sees technology as a valuable tool for connecting 
socially isolated young people with their community, and with their 
families.116 

14.136 With funding from Telstra Corporation, the Victorian Office of the Child 
Safety Commissioner and the State’s Department of Human Services, 
Berry Street developed BeNetWise in 2009. Its key aims related to raising 
awareness about technology, the value of technology for this group and 
the importance of online safety for such vulnerable young people.117 

 

113  Stride Foundation: Submission 6, p. 1; Ms Kelly Vennus, Programs and Training Manager, 
Transcript of Evidence, 9 December 2010, p. CS2. 

114  Ms Kelly Vennus, Programs and Training Manager, Stride Foundation, Transcript of Evidence, 9 
December 2010, p. CS3. 

115  Berry Street, Submission 95, p. 2. 
116  Ms Sherree Limbrick, Director, Statewide Programs, Berry Street, Transcript of Evidence, 9 

December 2010, pp. CS3-4. 
117  Berry Street: Submission 95, p. 5; Ms Sherree Limbrick, Director, Statewide Programs, Transcript 

of Evidence, 9 December 2010, p. CS3. 
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14.137 The Alannah and Madeline Foundation included cyber-bullying within its 
eSmart Schools Framework which provided a ‘consistent and practical’ 
whole-school approach for the implementation of evidence-based cyber-
safety programs and practices. Because it needed to be addressed head-on, 
eSmart was not another program for cyber-safety, but a system for driving 
its implementation in schools. It was a road map or model for cultural and 
behaviour change targeting the whole school community, not a one-off 
lesson, unit of work, program or policy isolated from the day-to-day 
business of schools.118 

14.138 The National Association for the Prevention of Child Abuse and Neglect 
has a range of programs and campaigns that educate children and young 
people in their online environments. They can be used, or adapted for use, 
in other jurisdictions, and include: 

• SOSO, a digital collaboration with the digital marketing group Zuni; 
and 

• Cyber Bullying Affects Real Lives, of which Web Warriors is a key 
element that asks young people to take a stand against cyber-
bullying.119 

14.139 The Inspire Foundation was established in 1996 as a direct response to 
Australia’s then escalating rates of youth suicide, seeking to have a ‘global 
impact’ on the mental health and well-being of young people. It serves 
those aged between 14 and 25 through three national programs. 

14.140 They are at the centre of all the Foundation does: as partners in the 
development and delivery of all its initiatives. It uses technology 
innovatively to reach young people and to build trusted social brands that 
are a part of their landscape. Its work is evidence-based and underpinned 
by research and evaluation conducted in partnership with academic 
institutions and research centres.120 

14.141 To deal with threats to cyber-safety, and cyber-bullying in particular, it 
recommended a multi-faceted, cross sectoral and educative approach. This 
view was based on evidence and experience that restrictive approaches to 
technology are ineffective.121  

 

118  Alannah and Madeline Foundation: Submission 22, p. 35; Dr Judith Slocombe, Chief Executive 
Officer, Transcript of Evidence, 11 June 2010, p. CS7. 

119  National Association for the Prevention of Child Abuse and Neglect, Submission 97, p. 3. 
120  Inspire Foundation, Submission 3, p. 1. 
121  Inspire Foundation, Submission 3, p. 6.  
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14.142 The Alannah and Madeline Foundation believes that eSmart is not just 
another cyber-safety program, but a system for driving its implementation 
in schools as part of a planned and systematic approach. It provides a 
consistent and practical whole-school approach for the implementation of 
evidence-informed cyber-safety programs and practices. It is a culture and 
behaviour change model targeted at the whole school community and, as 
such, is not a one-off lesson, unit of work, program or policy that sits in 
isolation from the day-to-day business of schools. 122 

14.143 More specifically, eSmart aims to:  

• Integrate cyber-safety with schools’ current knowledge and practices 
about well-being, including policies such as the NSSF; 

• Assist schools to develop more effective curriculum around cyber-
safety and wellbeing and the smart use of technologies; 

• Help give teachers skills in smart, safe and responsible use of 
technologies; 

• Assist school communities in developing safe and supportive 
schools where bullying and violence are minimised and the values of 
responsibility, resourcefulness, relationships and respect are fostered 
in cyber-space; and 

• Assist schools in becoming cyber-safe.  

14.144 eSmart supports exploration of:  

• Protective behaviours;  

• Supportive and relationship building behaviours, and  

• Reporting incidents. 

14.145 It embraces:  

• Whole-of-school well-being issues including 
values/relationships/self-esteem;  

• E-security;  

• Ethics including downloading and plagiarism, and  

• Criminal activity, including sexual harassment and predation.  

 

122  Dr Judith Slocombe, Chief Executive Officer, Alannah and Madeline Foundation, Transcript of 
Evidence, 11 June 2010, p. CS7. 
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14.146 eSmart is underpinned by the positive embrace of information and 
communications technology and the promotion of smart use of 
technology. It is designed to: 

• Help schools develop policies and practices (developed with input 
from students and parents) encouraging students to use technology 
responsibly and respectfully;  

• Point schools to high quality teaching resources on cyber-safety and 
those which help create a safe, respectful and caring environment;  

• Encourage schools to embrace the positives of Internet and 
communications technology within their teaching practice to 
enhance learning;  

• Establish a system for schools to provide evidence that they are 
actively implementing these policies and practices, and  

• Help reduce the digital divide between adults and young people, so 
adults can become a credible source of advice on avoiding the risks 
of cyber-space. 

14.147 The major mechanism for delivery of eSmart into schools is an interactive 
website. Schools are further supported by other resources such as a 
welcome kit, newsletters and a Help Desk, as well as training in using the 
system.123 

14.148 Roar Educate applauded the eSmart initiative, as a key to both awareness 
and cultural change within schools. It did not believe however that, in 
isolation, it can bring about the holistic approach needed by schools to 
manage cyber-safe risk management. eSmart needs to be complemented by 
other systems.124 

Aboriginal initiatives 
14.149 Dr Julian Dooley, commented that 

In 2006 we began a project to reduce cyberbullying behaviour 
experienced by Aboriginal children in the mid-west of Murchison 
region of Western Australia. Aboriginal community members, 
including elders, children, young people, parents, carers and 
Aboriginal school staff, talked with us about what they called 
‘bullying’, why they think it happens and how it feels to be 

 

123  Alannah and Madeline Foundation, Submission 22, pp. 35-36. 
124  Mr Craig Dow Sainter, Managing Director, Roar Educate, Transcript of Evidence, 20 April 2011, 

p. CS17. 
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Aboriginal and be bullied. This project led to the development of a 
number of important outcomes, including a website 
www.solidkids.net.au which provides evidence based and 
culturally appropriate information on strategies for young 
Aboriginal people, schools and families. 125  

14.150 Although these are very important resources, much more work is needed 
to protect Aboriginal youth.126 

Australian ICT industry bodies 
14.151 Since 2002, Australian Internet service providers compliant with Internet 

Industry Association Codes have been eligible to apply for ‘IIA Family 
Friendly ISP’ status. These Codes exist as part of Australia’s co-regulatory 
regime, and they are legally enforceable by ACMA. Such Internet service 
providers are authorised to display a logo which signifies adherence to 
best practice standards. The Association noted that ISPs representing 
about 85 percent of the market are family friendly. 

14.152 Under the registered Code, Internet service providers providing access to 
users within Australia are required to: 

• Take reasonable steps to ensure that Internet access accounts are not 
provided to persons under the age of 18 years without the consent of 
a parent, teacher or other responsible adult. A number of suggested 
options for achieving this are included in the Code; 

• Take reasonable steps to encourage commercial content providers to 
use appropriate labelling systems, and to inform them of their legal 
responsibilities in regard to the content they publish. The Internet 
Industry Association has compiled a resource for this purpose, and 
Internet service providers are advised to direct users to the 
Association’s URL; 

• Provide an optional filter or filtered service to users on a cost recovery 
basis, and 

• Take reasonable steps to provide users with information about: 
⇒ supervising and controlling children's access to Internet content; 
⇒ procedures which parents can implement to control children's 

access to Internet content; 
⇒ their right to make complaints to ACMA about online content; and 

 

125  Dr Julian Dooley, Transcript of Evidence, 11 June 2010, p. CS5. 
126  Dr Julian Dooley, Transcript of Evidence, 11 June 2010, p. CS5. 
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⇒ procedures by which such complaints can be made.127 

14.153 The Association referred to the ‘very specific parameters’ around the sites 
that are subject to ACMA’s take-down provisions. These fall into the 
‘prohibited content’ classification under the Codes underpinned by 
legislation. Such sites are required to be removed by 6pm on the business 
day following the day on which they are notified. When sites are subject to 
take-down, they are subject to limits of Australian jurisdiction. The ‘vast 
majority’ of such sites are not hosted here.128 

14.154 Google Australia works closely with a network of experts who advise it on 
promotion of child safety and how to combat abuse in its products. It 
drew attention to the range of measures that it takes to do these things, 
including the advice that it provides to its users.129 

14.155 Microsoft Australia believed that the following responses would assist 
parents/carers to deal with cyber-bullying: 

• Communicate by discussing the issue with children, and encourage 
them to report it to a trusted adult; 

• Block communications through filters, and children not to respond 
to the abuse; 

• Investigate so that they know what children are talking about, and 
what they do online; 

• Use Family Safety Software which can supply an activity report on 
computer usage. This in turn can be a starting point for a discussion 
about online activities; and 

• Report by knowing who to contact if a young people is being cyber-
bullied, such as her/his school, the site service provider, and the 
police.130 

14.156 Microsoft Australia also commented on its recently established Digital 
Crimes Unit, which includes: 

A worldwide team of lawyers, investigators, technical analysts 
and other specialists whose mission is to make the Internet safer 

127  Mr Peter Coroneos, Chief Executive Officer, Internet Industry Association, Transcript of 
Evidence, 11 June 2010, p. CS10; Internet Industry Association, Submission 88, p. 13. 

128  Mr Peter Coroneos, Chief Executive Officer, Internet Industry Association, Transcript of 
Evidence, 11 June 2010, pp. CS16-17. 

129  Google Australia & New Zealand, Submission 13, p. 2, 
130  Microsoft Australia, Submission 87, p. 3. 
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through strong enforcement, global partnerships, public policy 
and technology solutions.131 

14.157 Yahoo!7 referred to the ‘distinct lack’ of evidence into how Australian 
young people engage with the online environment, and how their 
parents/carers see the risks of using the Internet.  

14.158 It also believed that further research into the prevalence and scale of 
online safety risks would inform and shape the debate about which safety 
measures would be most effective in managing those risks.132  

14.159 Yahoo!7 provides training to the law enforcement community and has 
created the Australian Law Enforcement Process Guide. 

14.160  It has also: 

• a dedicated online safety education site called Yahoo!7 Safely with 
information for parents of younger children and teenagers about 
how to be safe online; 

• been an active member of the Consultative Working Group on 
Cybersafety and the Safer Internet Group;   

• been an active supporter of Safer Internet Day for two consecutive 
years; 

• been working closely with the Australian Competition and 
Consumer Commission on their Scamwatch and consumer fraud 
efforts; and  

• through the Internet Industry Association, developed a family 
friendly filtering accreditation which can be used by Internet service 
providers and filtering software vendors, and is developing a 
voluntary code whereby providers would actively filter websites 
containing child abuse images out of their services.133 

14.161 It gave examples of its initiatives, in education, policing, safer social 
networking, research and technology, to improve safety online. It noted 
that Yahoo! has enabled a SafeSearch feature within Yahoo!7 to prevent 
the display of adult content in queries. Parents/carers can lock this 
function on, and young people registered as under 17 years old cannot 
turn it off.134 

 

131  Microsoft Australia, Submission 87, p. 2. 
132  Yahoo!7, Submission 2, pp. 2-4. 
133  Yahoo!7 Submission 2.2, pp. 1-2. 
134  Yahoo!7, Submission 2, pp. 3-4. 
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14.162 Yahoo!7 works closely with Australian law enforcement agencies to 
provide assistance when its services are abused. This included 
establishment of a 24 hour/seven days per week compliance function 
which can respond immediately if Yahoo!7 is contacted about a situation 
indicating that a young person may be in danger.135 

14.163 Telstra Corporation is an industry partner with the Australian 
Government to link young people, parents and teachers with expert cyber-
safety advice and targeted information via ACMA’s Cybersmart website. 
It has agreed to cross-promote the Authority’s website as part of its focus 
on helping to protect Australians from cyber-bullying and invasions of 
privacy.136  

14.164 Other activities by Telstra include: 

• participation on the Consultative Working Group on Cybersafety ; 

• providing tools, tips and educational information to customers;  

• supporting Safer Internet Day, the Australasian Consumer Fraud 
Taskforce’s Fraud Week, Privacy Week and National Cyber- Security 
Awareness Week;  

• its Computer Emergency Response Team; 

• being an original partner of the Virtual Global Taskforce;  

• being a dedicated Trading Post Trust and Safety team; and  

• tasking a company Chief Privacy Officer and Privacy Managers to 
ensure that business units adhere to its privacy policies and 
procedures.137 

14.165 Singtel Optus noted that the Australian Mobile Telecommunication 
Association has developed a range of fact sheets and other material for 
parents and young people on topics such as bullying and mobile phones. 
There is also a website that provides information on bullying and online 
safety generally.138 

14.166 Netbox Blue is a privately owned Internet management company, 
providing schools, businesses and government organisations with tools to 

 

135  Yahho!7, Submission 2, p. 3. 
136  Telstra Corporation, Submission 14, p. 7. 
137  Telstra, Submission 14, p. 5. 
138  Singtel Optus, Submission 42, p. 2. 



412  

 

 

protect their networks from internal/external threats, control data threats 
and ensure staff/students use the Internet safely and productively.139 

14.167 It has devoted more than three years to develop ‘patent-pending and 
unique’ technology to address issues in the Inquiry’s Terms of Reference, 
including cyber-bullying. It believed that this software would prevent 
inappropriate communications on social networking sites such as 
Facebook and Twitter. It could be used at schools, on laptops provided for 
use outside those networks and soon, at homes. It noted that this 
technology was already being used at schools across Australia.140 

14.168 Device Connections is the exclusive distributor of My Mobile Watchdog, 
‘a sophisticated safety technology’ that allows parents to see: 

• the full content of text messages received and sent; 

• photos received and sent; 

• the full contents of emails received and sent, and 

• a log of the mobile phone calls received and made, their time and 
duration. 

14.169 This technology is aimed at children aged from six to 14, and was 
established to help parents educate and manage their children’s safety. It 
was driven by concerns about cyber-bullying and sexting. Parents can set 
up an alert notification function within the system so that, when a 
suspicious or unauthorised person tries to call, text or email a young 
person, the communication is routed through the My Mobile Watchdog 
data centre. Notifications or alerts by SMS message or email are sent 
‘instantly’ to all the people nominated in the parents’ web account.141 

14.170 My Mobile Watchdog can be used on all phones operating on Windows 
Mobile 5 and 6, it was recently launched for all android operating systems 
and the capability is being developed for more handsets. Device 
Connections sees this system as ‘only one piece’ in a very complex puzzle 
of managing cyber-safety education and training for parents/carers, the 
community and young people themselves. This service costs about $150 
per year, providing licences for up to five children.142 

139  Netbox Blue, Submission 17, p. 1. 
140  Netbox Blue, Submission 17, pp. 2-3. 
141  Device Connections: Submission 51, p. 3; Mr Geoffrey Sondergeld, Director, Transcript of 

Evidence, 17 March 2011, p. CS48. 
142  Mr Geoffrey Sondergeld, Director, Device Connections, Transcript of Evidence, 17 March 2011, 

pp. CS49-51. 
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14.171 It included in its submission a report from the United States about the 
effectiveness of My Mobile Watchdog in helping ‘parents monitor and 
keep their children safer’ while using their mobile phones.143 

14.172 The Communication Alliance Industry Code deals with the Handling of Life 
Threatening and Unwelcome Communications, and is an example of co-
regulation.144 

Marketing 

14.173 The Australian Direct Marketing Association is the peak industry body for 
the Australian direct marketing industry and operates a Direct Marketing 
Code of Practice which includes specific provisions to address marketing 
to minors.145 The Code specifies that members limit the sale of restricted 
goods and services to minors and indicate when parental consent is 
required. The Australian Direct Marketing Association has a number of 
platforms designed to provide guidance to its members about appropriate 
conduct when interacting with young people.146 

 

143  Device Connections, Submission 51, p. 22. 
144  Australian Communications Consumer Action Network, Submission 1, p. 5. 
145  Australian Direct Marketing Association, Submission 36, pp. 3-4. 
146  Australian Direct Marketing Association, Submission 36, p. 4. 
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15 
International Responses to Cyber-Threats 

15.1 This chapter presents some of the international initiatives of which the 
Committee is aware. They are examples of the continuing efforts by 
governments, corporations and organisations around the world to 
safeguard children and young people more effectively.  

United Kingdom 

15.2 Governments and civil society in the United Kingdom have developed 
numerous initiatives to address cyber-threats and online bullying. 

Task Force on Child Protection on the Internet 
15.3 The Task Force on Child Protection on the Internet was established in 

March 2001 in response to a number of serious cases where British 
children had been ‘groomed’ via the internet. Childnet International 
commented on the Task Force, as:  

a unique collaboration bringing together, in a positive partnership, 
representatives from the internet industry, children’s charities, the 
main opposition parties, government departments, the police and 
others who shared the aim of making the United Kingdom the best 
and safest place in the world for children to use the internet.1 

15.4 In 2008, the Task Force released its Good Practice Guidance for the Providers 
of Social Networking and Other User Interactive Services. This document 
produced practical recommendations for the providers of social 

 

1  Childnet International, Submission 18, p. 4. 
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networking sites so they can enhance the safety of those using their 
services.  The Good Practice Guidance also sought to provide: 

• industry and others with safety advice; 

• tips for children and young people; and  

• guidance for parents/carers to ensure the safety of their young 
people. 

15.5 Childnet International also referred to commitments by the then British 
Prime Minister, Gordon Brown, in December 2009 to review periodically 
the success of each set of the guidance, arguing that:   

These necessary reviews will ensure that parents and young 
people are confident that the guidance is being applied and 
understand how. This level of accountability is vital in 
understanding how the best practice guides are being conformed 
to and what more needs to be done.2  

15.6 The Australian Communications and Media Authority (ACMA) 
contributed to the Foreword and highly commended the Good Practice 
Guidance document. 

15.7 Similar documents have also been promoted by industry groups, such as 
the British code of practice for the self-regulation of new forms of content 
on mobiles and the European Commission including Safer Social 
Networking Principles for the EU20 and the European Framework on 
Safer Mobile Use by Younger Teenagers and Children.3  

Child Exploitation and Online Protection Centre and ThinkUKnow 
15.8 The Child Exploitation and Online Protection (CEOP) Centre is the United 

Kingdom’s national law enforcement agency, focussing on criminal 
activities where children are sexually abused. CEOP also operates the 
ThinkUKnow website in Britain. It is designed for parents and contains a 
number of resources such as tests, information, webcasts and videos. It 
also explains the meaning of commonly-used terms in relation to the 
Internet and provides a series of measures that can protect children online.  

15.9 CEOP and the Australian Federal Police (AFP) are partners in the Virtual 
Global Taskforce (VGT) and it is through this relationship ThinkUKnow 
was brought to Australia.  

 

2  Childnet International, Submission 18, p. 5. 
3  Childnet International, Submission 18, pp. 4-5. 
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United Kingdom Council for Child Internet Safety 
15.10 Formed in 2008 by then Prime Minister, the United Kingdom Council for 

Child Internet Safety brings together over 140 organisations and 
individuals to help young people stay safe on the Internet. It is made up of 
companies, government departments and agencies, law enforcement, 
charities, parent groups, academic experts and others. 

15.11 The Council is formed of four working groups: an Education Group, an 
Industry Group, a Public Awareness Group and a Video Games group, as 
well as an Experts Research Panel. 

15.12 In 2009, the Council launched the public awareness campaign ‘Click 
Clever Click Safe’ initiative to promote Internet safety amongst children 
and parents. In March 2010, a review of the strategy concluded that since 
the establishment of the Council, the concept of online safety has become 
embedded within the public consciousness. Childnet International 
commented that:  

the importance of education is emphasised again as well as 
continuing programs to raise awareness of the issues surrounding 
Internet use. The positive review of [the Council] serves to 
emphasize the importance of effective Government involvement in 
the debate.4  

Education programs 
15.13 Research by the Office for Standards in Education, Children’s Services and 

Skills reveals that the most effective schools in keeping students safe 
online and helping them to take responsibility for their own safety have a 
multi-layered managed approach, involving students, parents and 
teachers, where there are fewer inaccessible sites.  

15.14 The Alannah and Madeline Foundation commented: 

If we look towards the United Kingdom, which has perhaps the 
most robust cybersafety and cyberbullying education campaign, 
we can see the British Home Office have achieved good results in 
tackling the issue. They have raised awareness of the issue 
through multifaceted media campaigns that harness the power of 
industry. They have also mandated school policies and procedures 
through the Federal Department of Education, embedded targeted 
resources in the school curriculum, and run professional 

4  Family Online Safety Institute, Submission 38, pp. 10-11. 
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development through local education networks. The UK is also 
currently looking to reform legislation in relation to 
cyberbullying.5 

Childnet International 
15.15 Childnet International is a British-based charity working domestically and 

internationally to help make the Internet a great and safe place for young 
people, alongside enabling them to use interactive technologies safely and 
responsibly.   

15.16 Childnet focuses on education, awareness and policy. It has worked to 
develop the Know IT All range of resources, providing advice on 
cyberbullying. These resources were designed to help young people and 
parents manage the risks that they may encounter online.  Childnet’s 
initiatives are discussed more thoroughly in Part 2 of this report.  

United States 

Online Safety and Technology Working Group 
15.17 The American government initiated the Online Safety and Technology 

Working Group (OSTWG) under the auspices of the National 
Telecommunications and Information Administration (NTIA). This Group 
was established in 2008 and comprises representatives from the Internet 
industry, child safety advocacy organizations, educational and civil 
liberties communities, the government, and law enforcement 
communities. It presented its report, Youth Safety on a Living Internet: 
Report of the Online Safety and Technology Working Group, to the NTIA in 
June 2010. This report recommended various strategies to promote online 
safety for children through education, labelling and parental control of 
technology. Broadly, the report recognised that there is no single solution 
to keeping children safe online and that all stakeholders (parents, 
industry, schools and governments) must work to improve the safety of 
children on the Internet.  

15.18 Notably, the OSTWG report recommends the creation of a web-based 
‘clearing house’ to make online safety research available to the public and 

5  Alannah and Madeline Foundation, Submission 22, p. 28. 
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emphasised the vital role of education in reducing young people’s 
exposure to risks online.   

15.19 The Working Group Subcommittee on Parental Controls and Child 
Protection Technology 

surveyed the available products; trends in consumer demand and 
product use; and strategies for improving the utility of current and 
future technologies. 

 The marketplace for parental control products is quite deep and 
constantly evolving. It functions effectively for users who 
understand basic computer security, but the diversity of 
options can exacerbate user confusion. 

 Awareness-building efforts and greater transparency about 
product features are required. A common set of terms, agreed 
upon by the industry, should be developed to this end. 
Community reporting and policing on sites that host user-
generated content should also be promoted.6  

15.20 There is a wealth of learning and best practice to draw on from countries 
around the world where industry, government, children’s charities and 
the law enforcement community have worked together to develop a 
comprehensive suite of safety measures.7 

NetCetera: Chatting with Kids About Being Online 
15.21 In December 2009, the American Federal Communications Commission 

(FCC), the Federal Trade Commission (FTC) and the Department of 
Education released a booklet assisting parents and teachers: NetCetera: 
Chatting with Kids About Being Online. The Family Online Safety Institute 
commended this initiative:  

This booklet was a great step to education parents and teachers 
about online safety and is a good example of what the Australian 
government could be doing to empower parents in this changing 
media landscape.8  

15.22 NetCetera identifies online risks, including those associated with texting 
and mobile phones, and gives parents the tools to begin discussions with 
their children about the risks these technologies can bring.  

 

6  The United States Online Safety and Technology Working Group, Youth Safety on a Living 
Internet, 4 June 2010. 

7  Yahoo!7, Submission 2, p. 2. 
8  Family Online Safety Institute, Submission 38, pp. 9-10. 
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Children’s Agenda for Digital Opportunity 
15.23 In March 2010, the American FCC also released the Children’s Agenda for 

Digital Opportunity, an initiative focussing on ‘four pillars’: digital access 
for all children, digital literacy, digital citizenship and digital safety. A 
core focus of this initiative is the empowerment of parents and teachers, as 
well as greater utilisation of technological solutions to the problems 
children face online.  

OnGuard Online 
15.24 Operated by the FTC, OnGuard Online is a web-based Internet resource 

providing a collaboration of resources from various agencies in American 
Federal Government as well as leading operators in the technology 
industry. The site assists users to guard against internet fraud, secure their 
computers and protect personal information.  

15.25 OnGuard Online also provides tips for parents on how a balance might be 
found between granting privacy to their children and monitoring their 
activities online to ensure safety.  

Centre for Safe and Responsible Internet Use  
15.26 The Centre for Safe and Responsible Internet Use, a non-government 

organisation, provides research and outreach services to address issues 
regarding the safe and responsible use of the Internet. 

15.27 Resources provided by the Centre include: 

• Online resources for parents including guides to creating cyber-
savvy teens, articles and hardcopy books; 

• Links to useful websites; 

• Guides for parents and educators to avoid cyber-threats and cyber-
bullying; and 

• Reports, articles on various topics such as philosophy and approach 
of cyber-safety, the filtering software issue. 

Wired Safety resources 
15.28 Wired Safety asserts it is the world’s largest Internet safety, help and 

education resource. It collates a wide range of resources and information 
for parents, children and teachers on cybercrime, cyber-law and cyber-
safety, including:  
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• Wired Kids Inc: a charity dedicated to protecting all Internet users, 
especially children, from cybercrime and abuse; 

• Wiredkids.org: a website to help children help each other through 
virtual volunteering; 

• Cyber Law Enforcement Organization Network of law enforcement 
officers specialising in cybercrime investigation, training other law 
enforcement officers and assisting cybercrime victims online; 

• Stop Cyber Bullying: Explains how to prevent cyber bullying 
according to the age of the child; 

• Net bullies: Provides advice for parents, children and teachers on 
cyber bullying; and 

• Teenangels: Groups of 13 to 18 year old volunteers trained in all 
aspects of online safety, privacy and security. They run unique 
programs in schools to teach responsible and safe internet surfing to 
other teens and younger children, parents, and teachers. 

National Center for Missing and Exploited Children  
15.29 The National Center for Missing and Exploited Children is a private, non-

profit organisation which aims to prevent the abduction, endangerment 
and sexual exploitation of children. Its resources include: 

• CyberTipline: used to report internet-related child sexual exploitation; 

• Netsmartz website: offers online resources, workshops and offline 
learning activities available to parents to facilitate discussion with 
their children and teens about internet safety; and 

• NSTeens: a series of online clips advocating online ethics and proper 
attitudes to have when gaming, chatting, etc.  

Cyber-safety.com 
15.30 The cyber-safety.com website aims to assist parents and educators about 

keeping children safe online. The developers of the site also play an 
advocacy role, seeking to raise awareness of online threats in the 
community.  
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Cybercitizen Awareness Program 
15.31 The Cybercitizen Awareness Program seeks to educate young people on 

the danger and consequences of cyber-crime. The program is designed 
broadly to establish a general sense of responsibility and community in an 
effort to develop smart, ethical and socially conscious online behaviour in 
young people.   

Cybersmart! 
15.32 The Cybersmart! website draws together a range of initiatives, including: 

• CyberSmart! Online Workshops facilitate professional development 
of teachers and parents and offers participants a hands-on 
experience to develop their online skills; 

• CyberSmart! Student Curriculum is a web-based learning tool for 
young people to learn how to use the Internet safely; and 

• CyberSmart! Educator Toolbar offers users 24 hour/seven day access to 
annotated essential resources to support student learning. 

Canada 

Definetheline.ca 
15.33 Definetheline.ca is an initiative of Professor Shaheen Shariff and McGill 

University seeking to provide a portal for greater engagement between 
policy-makers, teachers, parents, and youth in user-friendly ways. The 
project hopes that engagement of this kind will allow all stakeholders to 
learn from each other and share resources.  

15.34 Generally, definetheline.ca seeks to define digital citizenship and socially 
responsible online communications as well as distinguishing digital 
citizenships from cyber-bullying.  

Internet 101 
15.35 Internet 101 is a collaborative project between the police forces in the 

National Capital region of Canada. The project works with local police 
officers to host school-education campaigns and seminars. It also provides 
online Internet safety resources.  
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New Zealand 

Netsafe 
15.36 Netsafe is a non-profit organisation comprising of the Ministry of 

Education, the New Zealand police, the Police Youth Education Service, 
educators from primary to university levels, the Department of Internal 
Affairs, New Zealand Customs Service, community organisations, 
businesses, parents and students, as well as members of the industry 
including InternetNZ, Microsoft, IBM and Vodaphone.  

15.37 Netsafe produces a variety of resources including: 

• Netbasics: a collection of animated movies for children available 
online; 

• Netsafe Helpline to assist all members of the public with cyber-safety 
issues; 

• Hector’s world website: a website targeted for children and includes 
discussion points, questions and answers for parents to use with 
their children; 

• Online resources specifically for adults and parents: detailed tips on 
how to use a public computer, how to behave when posting 
information on the Internet and tips for buying or playing online; 

• Lectures, seminars and workshops on cyber-safety topics are held at 
schools, parents’ groups and community organisations;  

• Fighting text bullying: Netsafe has partnered with Vodafone NZ, 
Telecom NZ and New Zealand Police to combat text bullying; and 

• Online resources explain how to make a complaint to a mobile 
phone company. 

Leading international collaborations 

15.38 The Australian New Zealand Policing Advisory Agency (ANZPAA) 
commented that ‘the borderless environment the internet creates extends 
beyond the response capacity of a single jurisdiction. Establishing and 
maintaining stakeholder networks are therefore paramount’.9 ANZPAA 

9  Australia New Zealand Policing Advisory Agency, Submission 151, p. 4. 
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also commented on the urgent need for international law to ‘effectively 
facilitate global co-operation for the investigation of cyber crime 
offences’.10  

15.39 Various international arrangements exist that are leading to such 
frameworks. Some of these are included below. 

Virtual Global Taskforce 
15.40 The Virtual Global Taskforce (VGT) was launched in 2003 as an 

international alliance of law enforcement agencies, bringing together 
partners from Australia, America, Britain, Italy, Canada, Interpol, United 
Arab Emirates and New Zealand. In December 2009, the AFP officially 
assumed the position of Chair of the VGT.  

15.41 The AFP commented that  

this is a significant appointment for the AFP which will serve to 
further strengthen Australia’s law enforcement efforts in globally 
combating child exploitation online.11 

15.42 The VGT is made up of police forces from around the world working 
together to fight online child abuse. Its aim is to build an effective, 
international partnership of law enforcement agencies that helps to protect 
children from online child abuse. The objectives of the VGT are to make 
the internet a safer place, to identify, locate and help children at risk, and 
to hold perpetrators appropriately to account.12 

Council of Europe Convention on Cyber-Crime 
15.43 The Council of Europe Convention on Cyber-Crime is the first international 

treaty on crimes committed via computer networks. Its primary objective 
is to pursue a common criminal policy aimed at the protection of society 
against cyber crime, by adopting appropriate legislation and fostering 
international co-operation.13 

15.44 The Convention requires its signatories to criminalise certain conduct and 
appropriate powers to be available to law enforcement agencies. It also 
makes available a range of procedures to facilitate information sharing 
and greater multilateral access to information. 

 

10  Australia New Zealand Policing Advisory Agency, Submission 151, p. 4. 
11  Australian Federal Police, Submission 64, p. 17. 
12  Australian Federal Police, Submission 64, p. 17. 
13  Australia New Zealand Policing Advisory Agency,Submission 151, p. 4. 
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15.45 The Cybercrime Convention is not limited to European nations and the 
Attorney-General’s Department proposed that Australia accede to the 
Convention. ANZPAA advised that:  

acceding to the Convention would ensure Australia’s laws and 
arrangements are consistent with international best practice and 
improve Australia’s ability to engage internationally in the fight 
against cyber-crime. It would also complement the broader policy 
agenda in the development of a national approach to combat 
cyber-crime.14 

15.46 In April 2011, the Joint Standing Committee on Treaties recommended 
that Australia accede to this Convention. It did, however, express some 
concerns regarding the privacy, human rights protections and the judicial 
review provisions in the Convention.15  

United Nations Crime Prevention and Criminal Justice Commission 
15.47 In April 2011, the Twentieth Session of the United Nations Crime 

Prevention and Criminal Justice Commission was held in Vienna. The 
prominent theme for this session was ‘Protecting children in a digital age: 
the misuse of technology in the abuse and exploitation of children.’  

15.48 The Commission focussed on two primary sub-themes: 

• the nature and scope of the problem of misuse of new technologies 
in the abuse and exploitation of children; and 

• responses to the problem of misuse of new technologies in the abuse 
and exploitation of children.16 

15.49 A report from the Commission is yet to be released.  

The Australian/European Research Training School 
15.50 The Australian/European Research Training School on cyberbullying is 

evidence of the: 

quest for world’s best practice in developing the next cohort of 
internationally collaborative researchers. All current promotion, 

 

14  Australia New Zealand Policing Advisory Agency, Submission 151, p. 4. 
15  Joint Standing Committee on Treaties, Report 116: Treaties tabled on 24 and 25 November 2010, 

9 February and 1 March 2011, Treaties referred on 16 November 2010 (Part 3), April 2011, p. 92. 
16  Australia New Zealand Policing Advisory Agency, Submission 151, p. 5. 
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prevention and intervention work on cyberbullying is 
benchmarked to international findings.17 

15.51 An Australian Training School: From Research to policy and practice - 
Innovation and sustainability in cyberbullying prevention was successfully 
held in Melbourne, Australia, from 11 to 16 April 2010. It was the first 
venture to be held jointly between European Collaboration in Science and 
Technology, and the Australian Department of Innovation, Industry, and 
Science Research. It brought together 30 European and 18 Australian early 
career researchers and PhD candidates working in cyberbullying research 
and related fields.18 

Australia New Zealand Policing Advisory Agency 
15.52 The Australia New Zealand Policing Advisory Agency (ANZPAA) is a 

joint initiative of the Australian and New Zealand Police Ministers and 
Commissioners and provides strategic policy advice on cross-
jurisdictional policing initiatives that enhance community safety and 
security. The cross jurisdictional nature of cyber-crime requires a 
coordinated response by all agencies. ANZPAA facilitates collaboration 
within policing and the development of effective relationships with other 
stakeholders.19 

15.53 ANZPAA runs various forums such as the ANZPAA Child Protection 
Committee and the nationally-focussed e-Crime Committee.20 

ANZPAA Child Protection Committee 
15.54 The ANZPAA Child Protection Committee (ACPC) is comprised of the 

Heads of Child Protection from all policing agencies in Australia and New 
Zealand. A primary focus of the ACPC is the protection of children from 
extreme cyber-threats. The online environment has seen the proliferation 
of child exploitation material, while the popularity and accessibility of 
social networking sites has become a rich environment for sexual 
predators to locate and groom children.21 

15.55 The ACPC develops partnerships with key stakeholders, including 
telecommunication companies, internet service providers and pioneers in 

 

17  The Australian University Cyberbullying Research Alliance, Submission 62, p. 46. 
18  The Australian University Cyberbullying Research Alliance, Submission 62, p. 31. 
19  Australia New Zealand Policing Advisory Agency, Submission 151, p. 1. 
20  Australia New Zealand Policing Advisory Agency, Submission 151, p. 2. 
21  Australia New Zealand Policing Advisory Agency, Submission 151, p. 3. 
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the technological field. The ACPC is engaged in the following initiatives 
designed to mitigate cyber-safety threats: 

• The use of hash set values as a means of identifying previously 
seized child exploitation material and to block the further 
transmission of these images through technological solutions such as 
the Global File Registry; 

• The standardisation of child exploitation material categorisations 
and the sharing of hash sets internationally; 

• Implementation of the Child Exploitation Tracking System and the 
Australian National Victim Image Library across all jurisdictions; 

• The establishment of information sharing practices and national 
training packages across the jurisdictions; 

• The development of national guidelines for evidence presentation of 
child exploitation material; 

• The development of a framework for content service provider liaison 
in emergent situations that is agreed and understood by all 
Australian law enforcement agencies; and 

• The development of cooperative relationships with relevant 
stakeholders including internet service providers.22 

15.56 In addition to these initiatives, ANZPAA seeks to contribute a ‘holistic 
response to cyber-safety through various cross-jurisdictional and multi-
agency forums’.23 

Australia’s contributions 

15.57 Although the fast-paced and evolving nature of the Internet will mean that 
the three sectors (government, industry and not-for-profits) will have to 
continue working to develop safeguards for newly emerging risks, the 
Committee is heartened by the numerous ways in which Australians are 
working collectively to ensure the safety of our young people. Further, 
Australia is working collaboratively within, and in many cases leading, 
multi-national bodies to address these pressing issues. 

 

22  Australia New Zealand Policing Advisory Agency, Submission 151, p. 3. 
23  Australia New Zealand Policing Advisory Agency, Submission 151, p. 4. 
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15.58 However, the NSW Secondary Principals’ Council called for greater 
collaboration to resolve issues of jurisdiction: 

Government needs to develop international-Australian 
agreements so that international & Australian sites that cause 
issues for young people can be forced to remove inappropriate 
material that constitutes cyber-bullying, illegal content, content 
which encourages inappropriate social or health behaviours or 
content that can lead to identity theft.24 

 

 

24  NSW Secondary Principals’ Council, Submission 32, p. 2 



 

16 
New technologies 

16.1 It is important that Australia maximises opportunities presented by new 
and emerging technologies allowing for the evolution of digital economy 
and interactive educational opportunities. These technologies are usually 
accompanied by protective mechanisms to deal with risks online. 
Although this Report has examined behavioural aspects of promoting 
cyber-safety and reducing cyber-bullying, new technologies can form part 
of a multi-faceted solution.  

16.2 Inspire Foundation emphasised the opportunities provided by 
technological advances to impact positively on the lives of young people:   

in order to utilise and not diminish this potential, the approach to 
addressing issues of cyber safety must be cross-sectoral, multi-
faceted and dynamic, reflecting the complexity of the online 
environment itself.1  

16.3 BoysTown points out that this provides the opportunity for Australia to 
enhance online services, and suggested that: 

the Australian Government increase its funding for research into 
the use of new communication technologies and online help-
seeking amongst young people to provide an evidence base for the 
engagement of youth in relation to health and other issues of 
concern.2 

 

1  Inspire Foundation, Submission 3, p. 12. 
2  BoysTown, Submission 29, p. 18. 
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Safeguards 

16.4 The Australian Communications Consumer Action Network (ACCAN) 
considers that ‘the best way for consumers of all ages to safely navigate 
the online environment is to be empowered with relevant, reliable and 
useful cyber-safety information.’ It proposed that: 

Consumers should be provided with the tools to take more 
responsibility for their own cyber-safety. ACCAN proposes the 
development of an Online Competency Skills Test in Online 
Security (the Online Security). This test would help consumers 
assess how well they understand cyber-safety issues and could 
provide details of what steps they can take to better protect 
themselves and links to further online security information.3 

 

Recommendation 24 

 That the Australian Communications and Media Authority facilitate the 
development of and promote online self assessment tools to enable 
young people, parents/carers and teachers to assess their level of 
awareness and understanding of cyber-safety issues. 

 

16.5 The Department of Broadband, Communications and the Digital Economy 
has introduced a number of initiatives such as the Stay Smart Online E-
security education package, E-security Awareness Week and ScamWatch. 
Another example is SpamMATTERS, created by the Australian 
Communications and Media Authority (ACMA), enhancing the positive 
effect of the Spam Act 2003 (Cth).4 

16.6 The American Online Safety and Technology Working Group was 
established in 2008 and comprises representatives from the Internet 
industry, child safety advocacy organizations, educational and civil 
liberties communities, the government, and law enforcement 
communities. Technology is now available to address issues such as 
password security: 

A survey conducted on over 250,000 user social networking 
accounts by BitDefender found that over 75% used the same 

 

3  Australian Communications Consumer Action Network, Submission 1, p. 3. 
4  Australian Communications Consumer Action Network, Submission 1, p. 5. 
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password for multiple accounts. This means an attacker may 
secure a victims password to gain control of an account by simply 
enticing them to establish an account at site already controlled by 
the attacker.5 

Some solutions 

16.7 Participants in the Inquiry suggested many different solutions to cyber-
safety abuses, demonstrating that many technologies are available but also 
that they are accompanied in most cases by in-depth cyber-safety policies.  

16.8 As examples, four of these proposals, drawn from participants in 
Queensland, are outlined below. 

Family Friendly Filter 
16.9 From its experience in dealing with schools across Australia, Netbox Blue 

saw five cyber-safety threats: 

• Access to inappropriate web content; 

• Access to online forums with a risk of predators; 

• Communication of bullying messages by email, social networking 
sites, or text; 

• The risk of ‘cyber addiction’ to online gambling, or social networking 
sites, and 

• The impacts of the proliferation of social media applications and 
other Internet-related activities on learning.  

16.10 It believes that, for students’ safety on the Internet, four pillars need to 
exist before there is any chance of combating these online threats. 

• Up-to-date policies for all Internet, social networking sites, and 
mobile devices inside and outside schools need to be created and 
implemented. These must include clear consequences for 
inappropriate actions, must be kept up to date and communicated 
regularly to all stakeholders; 

• Stakeholders need education about dangers, and on ways of 
minimising or dealing with them; 

5  Amorlog International Submission 4.1, p. 3. 
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• Technological enforcement is necessary, both inside and outside 
schools, on all school-owned equipment to help prevent or block any 
inappropriate use, and alert appropriate school authorities; and 

• Regular reviews of attempted policy breaches are necessary to 
improve education and manage individual behaviour, with clear 
consequences for offenders.6 

16.11 For a school of 750 students and 100 staff, and depending on the features 
adopted, the cost of the Family Friendly Filter would be 6.4 cents per day 
per user.7 

Throttling bandwidth 
16.12 In the second term of 2011, the Queensland Catholic Education 

Commission will be trialling throttling bandwidth on school networks 
when students logon to specific sites, so that their speeds are slowed to the 
point that they are almost useless.8 

Central monitoring of access 
16.13 While not as obvious as throttling bandwidth, there are other programs 

that can monitor from a central position, in a school library for example, 
what sites are being accessed. Thus, when students begin a class at any 
level in a school library, they are told that the teacher librarian has the 
ability to see which computer each of them is using, for how long, to 
whom they have sent emails and what sites they have accessed. When 
students know that they are being monitored in this way, it is found that 
inappropriate access ‘suddenly lessens considerably’.9 

Australian Protected Network 
16.14 Web Management InterActive Technologies is developing systems that 

build online communities and relationships essential for success in 
business. It noted that, although there are many solutions to cyber-safety 
issues, these have little uniformity or longevity. Nor is there a uniform 
way to contact parents/carers about the range of available cyber-safety 

6  Mr John Fison, Chairman, Netbox Blue, Transcript of Evidence, 17 March 2011, p. CS48. 
7  Mr John Fison, Chairman, Netbox Blue, Transcript of Evidence, 17 March 2011, p. CS51. 
8  Ms Anita Smith, Senior Education Officer, Student Wellbeing , Learning and Teaching 

Services, Brisbane Catholic Education, Transcript of Evidence, 17 March 2011, pp. CS27-28. 
9  Ms Karen Bonnano, Executive Officer, Australian School Library Association, Transcript of 

Evidence, 17 March 2011, pp. CS33-34.  
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options. To be effective, measures must be integrated, become accepted, 
rather than a one-off government program.10 

16.15 It has developed the Australian Protected Network (APN) that would put 
control in the hands of parents/carers, allowing them to set limits on sites 
accessed by their children. It is a framework which enables users to 
control and shape their ‘online view’, by putting in a basic level of 
protection. Users then modify the approach according to their needs.11 

16.16 If implemented, the APN would produce a point of contact for each 
Internet user in Australia, and information can easily be forwarded to 
them.12 

16.17 Among its features, APN: 

• Allows/disallows access to different classes of product or web site. 
One selection could be the blocking of all direct external ISP access 
and disallowing web access to chat web sites. Another selection 
might simply block criminal/fraud activity and online gambling; 

• Aggregates data from other services that provide information on 
compromised equipment and prevents access to that equipment; and 

• Seeks out compromised equipment and as far as possible attempts to 
inform owners of their problems, as well as providing links to 
possible solution providers, i.e. anti-virus solutions or patches for 
their operating system. 

16.18 The safety and security of user information is maintained at all times. 
Users have full access to all data they supply into the system and are able 
to maintain or remove their information at any time. Under no 
circumstances is identifiable information collected or used without the full 
acknowledgement of the user. This means that proxy server access logs 
are not used as part of normal system operations at any time.13 

16.19 There has been a lot of comment that there is no point in implementing 
safety measure because young people can get around them. Netbox Blue 
reaffirmed, however, that: 

 

10  Web Management InterActive Technologies: Submission 96, p. 4; Mr James Collins, Managing 
Director, Computer Programmer/Systems Analyst, Transcript of Evidence, 17 March 2011, 
p. CS49. 

11  Web Management InterActive Technologies, Submission 96, pp. 6-7. 
12  Mr James Collins, Managing Director, Computer Programmer/Systems Analyst, Web 

Management InterActive Technologies, Transcript of Evidence, 17 March 2011, p. CS49. 
13  Web Management InterActive Technologies, Submission 96, p. 7. 
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it is important for people to realise that technology can be 
designed and deployed to make it incredibly difficult for kids to 
get around it and that that technology does exist. The public and 
organisations like schools need to be educated that there are 
solutions which can prevent the problem occurring and which, 
alongside adequate education, are a really critical part of the 
solution and that they should not give up because somebody tells 
them, ‘Look, the kids will always get around it,’ because that is 
just not true.14 

16.20 Netbox Blue’s Chairman also made the point that: 

There are ways of accessing content on the web that most school 
children know that the IT managers in the schools are blissfully 
unaware of.15 

16.21 Internode added that when children can get around clever technology, 
they do not need it any longer.16 

Industry advances 
16.22 The Committee received a wealth of information from international and 

Australian companies such as Facebook, Google, Yahoo!7, ninemsn, 
Microsoft and Internode outlining new technological advances and 
importantly the accompanying cyber-safety initiatives. As there is an 
enormous amount of information on cyber-safety available, the lack of 
implementation of adequate protective measures may in part reflect the 
fact that users are overwhelmed.  

16.23 Evidence to this Inquiry has also identified a number of areas where the 
cooperation of these companies could make an enormous difference to 
cyber-safety in Australia. While it is appreciated that these companies 
tend to be outside Australia’s jurisdiction, most have demonstrated a 
willingness to assist law enforcement offices and product users.  

16.24 In 2010, Telstra, Optus and Primus, agreed to introduce voluntary filtering 
of child abuse URLs17 and this covers 70 percent of internet users in 
Australia. Work is also underway to obtain similar agreements with other 

 

14  Mr John Pitcher, Director of Strategic Business Development, Netbox Blue, Transcript of 
Evidence, 8 July 2010, p. CS9. 

15  Mr John Fison, Chairman, Netbox Blue, Transcript of Evidence, 17 March 2011, p. CS56. 
16  Mr John Lindsay, General Manager, Regulatory and Corporate Affairs, Internode, Transcript of 

Evidence, 8 July 2010, p. CS9. 
17  Ms Andree Wright, Acting General Manager, Consumer, Content and Citizen Division, 

Australian Communications and Media Authority, Transcript of Evidence, 3 March 2011, p. CS4. 
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ISPs. Internationally, filtering is done on a voluntary basis and 
Department of Broadband, Communications and the Digital Economy was 
not aware of mandatory filtering in any country.18 

16.25 The Internet Industry Association referred to the Family Friendly ISP 
scheme which accredits ISPs that comply with best practice and under the 
present industry codes they are required to make filters available.19 

16.26 Additionally, there are many free filtering options, and between 40 and 50 
percent of parents/carers already use some type of filtering.20 There are 
also relatively inexpensive filters available commercially.21 

Mobile phones 
16.27 My Mobile Watchdog enables parents to monitor their child’s mobile 

phone.22 Device Connections provided the following data based on the 
recent ACMA Communications Report 2007/2008 which found that: 

Australian family households with young people aged eight to 17 
were generally technology rich. Most families had three or more 
televisions and three or more mobile phones. Almost every 
household had a computer, DVD player and access to the internet. 
Parents reported just over half of children (54%) had their own 
mobile phone.23 

16.28 Device Connections reported that: 

• 99 percent of girls and 80 percent of boys aged 15-17 years own 
mobile phones; 

• 81 percent of girls and 70 percent of boys aged 12-14 years own 
mobiles; and 

 

18  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 
Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, p. 
CS5. 

19  Mr Peter Coroneos, Chief Executive Officer, The Internet Industry Association, Transcript of 
Evidence, 11 June 2010, p. CS10. 

20  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 
Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, p. 
CS8. 

21  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 
Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, p. 
CS12. 

22  Mr Geoffrey Sondergeld, Director, Device Connections, Transcript of Evidence, 17 March 2011, 
p. CS48; Device Connections, Submission 51, p. 3. 

23  Device Connections, Submission 51, p. 9. 
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• 22 percent of girls and 15 percent of boys aged 8-11 years own 
mobile phones.24 

16.29 Further, Device Connections stated that: 

• Girls spent an average of 23 minutes per day on mobiles (seven 
minutes talking, 14 minutes texting, one minute TV and one minute 
‘other’); and 

• Boys spend an average of 13 minutes per day on mobiles (four 
minutes talking and nine minutes texting).25 

16.30 Young people primarily used their mobiles to contact family (60 percent), 
and 36 percent used them primarily to contact friends.26  

16.31 The system developed by Device Connections can also assist with law 
enforcement investigations, as it can produce reports that meet evidential 
requirements in terms of pictures, communication that has occurred, etc.27 

16.32 Device Connections would like to see this option made available at the 
point of sale for all mobiles purchased on behalf of young people: 

we have had discussions with the various telecommunications 
carriers because we could deploy our solution and make it 
available for every parent for every phone; at the point of purchase 
they would have a potential solution.28 

16.33 It added that: 

We would love to see coordinated engagement with the 
telecommunication carriers to assist in, obviously, their being able 
to provide a solution across the country so that every mobile 
phone, whether it was prepaid or post paid, a bit like, ‘Do you 
want fries with that?’; if it is for your child, ‘Would you like some 
form of monitoring? It is $4 or $5 or $10’, or whatever the amount 
is. So, some coordination with the telco carriers and then, based on 
that, obviously there are all of the ISPs, the internet and education. 
That coordinated approach that Mr Fison spoke about would 
certainly add to this, but you cannot ignore the telco carriers and 
the role that they can play in providing a coordinated national 

 

24  Device Connections, Submission 51, p. 9. 
25  Device Connections, Submission 51, p. 9. 
26  Device Connections, Submission 51, p. 10. 
27  Mr Geoffrey Sondergeld, Director, Device Connections, Transcript of Evidence, 17 March 2011, 

p. CS54. 
28  Mr Geoffrey Sondergeld, Director, Device Connections, Transcript of Evidence, 17 March 2011, 

p. CS60. 



NEW TECHNOLOGIES 437 

 

response, because they are the ones providing, in a lot of instances, 
the data that is driving access to the various pages.29 

16.34 There are already a number of cyber-safety initiatives released by the 
telecommunications companies: 

so they are fully aware that they are putting the device in the 
child’s hand today, but at the same time they have a social 
responsibility to assist parents managing the misuse of those 
particular devices. Secondly, they would rather have the device 
operating in a safe way than the parent turning it off and throwing 
it in the cupboard, because then there is zero data being used. All 
of the transactions that occur, there is messaging, there is plenty of 
traffic.30 

16.35 Mr James Collins added that: 

having run an ISP and been in that situation, it is a lot nicer to run 
an ISP which has no problems. That is what they really want to 
have. They do not want have faults. They do not want to have 
helpdesk calls. When they are fully protected you do not get as 
many.31 

16.36 Yahoo!7 also call for a cyber-safety booklet to be issued with every mobile 
phone purchased by parents for young people so there is an opportunity 
to be aware of these issues.32 Some companies already provide this. 

16.37 The NSW Secondary Principals’ Council suggest that: 

Perhaps parents could register a mobile phone as a ‘teen phone’ 
and then automatically get some filters attached to the phone plan 
that parents have the right to administer.33 

16.38 Introducing such changes would require the cooperation of suppliers.  

 

 

29  Mr Geoffrey Sondergeld, Director, Device Connections, Transcript of Evidence, 17 March 2011, 
p. CS60. 

30  Mr Geoffrey Sondergeld, Director, Device Connections, Transcript of Evidence, 17 March 2011, 
p. CS61. 

31  Mr James Collins, Managing Director, Computer Programmer/Systems Analyst, Web 
Management Interactive Technologies, Transcript of Evidence, 17 March 2011, p. CS61. 

32  Ms Samantha Yorke, Legal Director, Asia Pacific Region, Yahoo!7, Transcript of Evidence, 21 
March 2011, p. CS15. 

33  NSW Secondary Principals’ Council, Submission 32, p. 3. 
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Recommendation 25 

 That the Consultative Working Group on Cybersafety investigate 
possible improvements to the information provided to parents at the 
point of sale of computers and mobile phones.  

 

16.39 BoysTown noted that 70 percent of calls on their help lines were from 
mobiles, and that this percentage is increasing.34 Accordingly, it requested 
the Committee to consider: 

that negotiations occur with the telecommunication providers in 
relation to affordable access to crisis help lines because it was seen 
by that committee, after all the evidence that they sifted through, 
that that was one of the most effective ways that people, 
particularly young people, can be diverted from suicide in 
Australia.35 

16.40 BoysTown emphasised the importance of mobile phones: 

our real concern here is about children and young people who are 
contacting us increasingly about mental health concerns, self-
injury concerns and suicide not being able to access our 
professional counselling service because of cost issues with mobile 
phones. This issue really has to be addressed urgently.36 

 

Recommendation 26 

 That the Minister for Broadband, Communications and the Digital 
Economy negotiate with mobile phone companies to increase affordable 
access to crisis help lines, with a view to ensuring greater accessibility 
by young people seeking assistance. 

 

 

34  Ms Tracy Adams, Chief Executive Officer, BoysTown, Transcript of Evidence, 17 March 2011, 
p. CS11. 

35  Mr John Dalgleish, Manager, Strategy and Research, BoysTown, Transcript of Evidence, 
17 March 2011, p. CS11. 

36  Mr John Dalgleish, Manager, Strategy and Research, BoysTown, Transcript of Evidence, 
17 March 2011, p. CS12. 
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Young people and technology 
16.41 Professor Karen Vered emphasised the need to consider ‘what young 

people are doing with the media and technology and not what the media 
and technology are doing to them.37 Similar, Mr Craig Scroggie 
commented, 

Whilst technology plays a role in protecting against some of these 
things, it is important to remember what technology does not do. 
It does not stop a child from posting personal information on their 
social networking account. It cannot prevent a child from 
connecting to a PC that does not have parental restrictions at an 
internet cafe. It cannot stop a child innocently accepting a sexual 
predator posing as another teenager, as a friend, on Facebook. It 
cannot stop a memorial site being desecrated. Technology cannot 
do these things.38 

16.42 Netbox Blue advised that technological solutions encompassing 
everything for a school of 750 students and 100 teachers would cost 6.4 
cents per day per user.39 For a parent license to monitor five mobile 
phones, the cost would be $14.95 per month.40 Implementation of the 
Australian Protective Network costs 0.4 cents per day.41 The cost of these 
protections is not prohibitive. 

16.43 Further, most companies producing technological solutions already have 
educational resources about cyber-safety for young people and 
parents/carers.  

 

37  Associate Professor Karen Vered, Department of Screen and Media, Flinders University, 
Transcript of Evidence, 3 February 2011, p. CS36. 

38  Mr Craig Scroggie, Vice President and Managing Director, Asia Pacific Region, Symantec 
Corporation, Transcript of Evidence, 8 July 2010, p. CS12. 

39  Mr John Fison, Chairman, Netbox Blue, Transcript of Evidence, 17 March 2011, p. CS51. 
40  Mr Geoffrey Sondergeld, Director, Device Connections, Transcript of Evidence, 17 March 2011, 

p. CS51. 
41  Mr James Collins, Managing Director, Computer Programmer/Systems Analyst, Web 

Management Interactive Technologies Pty Ltd, Transcript of Evidence, 17 March 2011, p. CS52. 
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17 
Proposal for a mandatory filtering system  

17.1 A significant amount of attention in this Inquiry focused on a proposed 
national, mandatory filtering scheme so that internet service providers 
(ISPs), can remove access to Refused Classification material online. Other 
ways of restricting access will also be outlined. Refused Classification 
material includes child sex abuse, bestiality, extreme violence including 
rape, detailed instructions on crime or drug use, and advocating a terrorist 
act. The Government has stated that Refused Classification C content has 
no place in our society and therefore should not be available in the 
internet. 

17.2 Significantly, three of Australia’s largest ISP’s, Telstra, Optus and Primus, 
have agreed to voluntarily block child abuse material at the server level. 
Webshield, and ItXtreme have also volunteered to block this content.  

Background 

17.3 The role of the Australian Communications Media Authority (ACMA) in 
regulating online content is to administer the co-regulatory scheme 
established under the Broadcasting Act 1992 (the Act).  Complaints about 
online content can be made to ACMA and, if the material is found to be 
prohibited or potentially prohibited, it must either: 

• issue an interim or final take-down notice (for content hosted in 
Australia); or 

• refer the content to industry accredited Family Friendly Filters (for 
content hosted overseas) under a recognised alternative access-
prevention arrangement outlined within a registered Code of 
Practice.  
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17.4 The online content co-regulatory scheme is under-pinned by the National 
Classification Scheme (NCS), applicable to films, computer games and 
certain publications. Determinations about prohibited/potentially 
prohibited material are made by reference to classification categories 
established under the NCS. 

17.5 ACMA must refer Australian-hosted content that is potentially prohibited 
to the Classification Board for classification before it can take action. 
Content hosted overseas may be referred to the Board. 

17.6 Prohibited or potentially prohibited content is assessed against the 
following classification categories: 

• Refused Classification, including offensive depictions of children 
and material advocating terrorists acts; 

• X18+; 

• R18+ items not subject to restricted access systems; and 

• Certain limited MA15+ content classified MA15+, provided for profit 
or on payment of a fee and not consisting of one or more images 
and/or text. 

17.7 There are no technical issues preventing the adoption of filtering a list of 
URLs, and many ISPs around the world have been doing so voluntarily 
’for many years’.1 

17.8 Late in 2010, Telstra Corporation, Optus and Primus agreed to introduce 
voluntary filtering of child abuse URLs on ACMA’s list of prohibited sites. 
These ISPs cover about 70 percent of all Internet users in Australia. About 
30 percent of ACMA’s black-listed sites included depictions of child abuse 
and child sexual abuse material.2 Recently, Webshield, and ItXtreme have 
also volunteered to block child abuse material at the ISP level. The 
Government will continue to encourage other Australian ISPs to follow 
the example of these ISPs. 

17.9 ACMA is working to develop measures to enable these prohibited sites to 
be transmitted to participating ISPs on an automated and secure basis. It 

 

1  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 
Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, 
pp. CS6-7. 

2  Department of Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 
March 2011; Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, pp. CS4, 
5, 8; Ms Sharon Trotter, Acting Executive Manager, Security safety and e-Education Branch, 
Australian Communications and Media Authority, p. CS6. 
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awaits responses to invitations to these three ISPs to begin trialling that 
transmission.3 

17.10 The Department of Broadband, Communications and the Digital Economy 
was hopeful of getting the cooperation of other ISPs to filter voluntarily 
material on ACMA’s blacklist, by working with the Internet Industry 
Association. That body has announced that it will assist in encouraging a 
wider range of ISPs to adopt voluntary filtering.4 Until recently, ISPs have 
refused to take action on blocking Refused Classification material. 

17.11 There is no evidence of reluctance by ISPs to take down Refused 
Classification material, and it is not clear that legislation would be any 
more effective than a voluntary arrangement. The user policies of large 
multi-national websites are ‘very broad’ and cover a ’much wider range’ 
of material they can take down, compared to what is described as 
‘inappropriate’ in the Act.5 

17.12 Under its powers in the Act, ACMA also issues industry codes to ISPs, 
and these co-regulatory instruments are enforceable immediately they are 
registered. Compliance is ‘close to universal’ and probably as high as 
would be achieved by legislation.6 

17.13 Mr Mark Newton made the point that about two-thirds of Australian 
households do not have school age children and applying restrictions to 
these households would be poor targeting.7 

17.14 Further, according to ACMA surveys, between 40 and 50 percent of 
parents use filtering devices at home. Considerable evidence was 
presented to this Inquiry on the range of such devices.8 These devices 
more material than Refused Classification content. 

3  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 
Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, 
pp. CS4, 11. 

4  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 
Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, 
pp. CS5-6, 4. 

5  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 
Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, 
p. CS14. 

6  Mr Peter Coroneos, Chief Executive Officer, Internet Industry Association, Transcript of 
Evidence, 11 June 2010, p. CS43. 

7  Mr Mark Newton, Submission 15, p. 5. 
8  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 

Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, 
p. CS8, 12.  
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17.15 There are many commercial and free filtering options available, at many 
levels: 

• search engines, such as Bing, Yahoo! and Google; 

• browser level, including Microsoft; and 

• software applications, such as a product of a US company Blue 
Coat.9 

17.16 However, there is a lack of awareness by parents. 

17.17 While most participants concentrated on expressing views of the filtering 
of Refused Classification material, Symantec Corporation noted that less 
than 50 percent of small to medium businesses in Australia had security 
systems installed and operating. Only when they became victims of fraud 
or identity theft did such businesses seek out educational resources or 
assistance from government agencies, or the police.10 

Support for the proposal 

17.18 BraveHearts saw ISP filtering as part of a ‘holistic’ approach to online 
threats. It argued that material such as child pornography, already 
blacklisted by ACMA, breached Australian laws and it was illegal to 
produce, own and distribute it. It should not be available online. This 
organisation supported a second tier of filtering that would allow families, 
organisations or businesses to request optional filtering of other 
objectionable material, such as promotions of terrorism, suicide, drug use 
or adult pornography. It was aware that no filtering systems were 
foolproof, and that they can be circumvented.11 

17.19 The Victorian and Tasmanian Synod of the Uniting Church gave four 
reasons for requiring ISPs to block Refused Classification material: 

• Sale and distribution of this category is already banned in all other 
media, including the Internet hosted in Australia; 

9  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 
Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, 
pp. CS8, 23. 

10  Mr Craig Scroggie, Vice President and Managing Director, Pacific Region, Symantec 
Corporation, Transcript of Evidence, 8 July 2010, p. CS35. 

11  BraveHearts, Submission 34, p. 10. 
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• They have a ‘crucial role’ in preventing the domestic consumer from 
accessing it by accident, and in preventing those who do not know 
how to access it but are curious, as well as those who are at an early 
stage of developing or feeding a sexual interest in children;  

• It undermines the commercial trade in images of child abuse and 
actively disrupts its success; and 

• It is reasonable to expect ISPs to accept some responsibility for what 
their clients seek to view, and for the material to which they provide 
access. 

17.20 The Synod did not see placing such obligations on ISPs as a replacement 
for education and awareness programs and law enforcement, but as a 
complementary measure to a wider cyber-safety strategy. Requiring ISPs 
to be socially responsible and not facilitate trans-national criminal activity 
would assist in providing increased cyber-safety to young people who 
would otherwise become victims of the demand for commercial child 
sexual abuse materials.12 

17.21 Family Voice Australia supported the proposal for mandatory ISP-level 
filtering, noting that opponents’ arguments could be addressed because: 

• There would be minimal degradation to Internet performance; 

• The right to free access to information has always been qualified by 
the need to protect the community, and there was no logical reason 
why the Internet should be different; 

• The implementation of any filtering scheme would be protected by 
scrutiny in the Parliament and in the media; and 

• Even if a total blockage of all Refused Classification material cannot 
be achieved, a significant reduction was a worthwhile goal. 13 

17.22 It believed that including some of the following features when the 
proposed scheme was implemented could improve cyber-safety: 

• Providing an R18+classification for computer games; 

• Excluding X18+ material; and 

 

12  Victorian and Tasmanian Synod of the Uniting Church, Submission 93, p. 4. 
13  Mr Abul Rizvi, Deputy Secretary, Digital Economy and Services Group, Department of 

Broadband, Communications and the Digital Economy, Transcript of Evidence, 3 March 2011, 
pp. CS5, 6. 
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• Ensuring that ACMA’s black list was not simply compiled from 
complaints and the supply of lists of child abuse sites from overseas 
enforcement agencies. 14  

17.23 Family Voice Australia also suggested that a tender should be sought for a 
system based on a web crawler that actively seeks out URLs containing 
prohibited material.15 

Concerns about the proposal 

17.24 Ms Robyn Treyvaud noted that, as technology being used at schools can 
be  bypassed using proxy sites, if mandatory filtering was introduced 
there would be no way of knowing what students were accessing.16 

17.25 The NSW Secondary Principals’ Council stated that consideration needed 
to be given to differentiating filters for staff and students. It is difficult for 
school personnel to follow-up an issue when the site is blocked to staff.17 

17.26 While Professor Marilyn Campbell supported filtering pornography out, 
she thought that filtering only worked when children were actually 
protected from accidentally going into inappropriate sites.18 

17.27 The Northern Territory Government stated that there was a significant 
role for researchers to develop filtering software that was ‘effective and 
non-cumbersome’.19 

17.28 Symantec Corporation noted that, in the past, young people had not been 
stakeholders in proposals for filtering. Unless they were included, they 
would find ways around the technology.20 Young people’s views on 
Internet filtering are discussed below. 

17.29 The Australian Privacy Foundation believed that the current proposal had 
been developed and debated without the expected level of investigation of 
issues, such as the nature of purported harms, the limits and application of 

 

14  Family Voice Australia, Submission 50, pp. 6-7. 
15  Family Voice Australia, Submission 50, pp. 6-7. 
16  Ms Robyn Treyvaud, Founder, Cyber Safe Kids, Transcript of Evidence, 9 December 2010, 

p. CS36. See Chapter 8 for schools’ duty of care. 
17  NSW Secondary Principals’ Council, Submission 32, p. 1. 
18  Associate Professor Marilyn Campbell, School of Learning and Professional Studies, 

Queensland University of Technology, Transcript of Evidence, 30 June 2010, p. CS36. 
19  Northern Territory Government, Submission 84, p. 10. 
20  Mr Craig Scroggie, Vice President and Managing Director, Pacific Region, Symantec 

Corporation, Transcript of Evidence, 8 July 2010, p. CS34. 
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various remedies and regulatory models against current/future versions 
of those harms and comparisons with other options.21 

17.30 The Victorian Office of the Child Safety Commissioner stated that it was 
important to strike the right balance between filtering harmful material, 
particularly for younger children, while still enabling older children access 
to information about issues relevant to them.22 

17.31 The Australian Library and Information Association opposed filtering on 
the basis of freedom of access of information and would like to find a 
balance between censoring adults and protecting children.23 

Other views 

17.32 The Queensland Catholic Education Commission has online filtering, and 
there is monthly feedback to schools about sites that are accessed in each 
case. It believed, however, that the major focus should be on the 
development of positive e-security habits for all users, rather than on 
technological solutions such as filtering. These simply present a challenge 
to those who are ‘computer savvy, and are rapidly superseded as 
technology advances. The Commission saw filtering as part of a package, 
and emphasises giving skills to students to have the right attitudes. It saw 
putting key values in place, and giving some specific skills and attitudes, 
as the most effective way of dealing with Cyber-safety.24 

17.33 Referring to ‘problematic Internet use’, Netbox Blue noted that if a filter 
was installed, many people would consider that their technological 
problem(s) had been solved.25 

17.34 The Safer Internet Group reiterated that the proposed filter would give 
parents/carers a false sense of security about online safety, and that it has 
changed the way the world viewed Australia.26 

17.35 Facebook has two  concerns about the proposal: 

 

21  Australian Privacy Foundation, Submission 83, p. 4. 
22  Victorian Office of the Child Safety Commissioner, Submission 30, p. 4. 
23  Australian Library and Information Association, Submission 16, p. 8. 
24  Queensland Catholic Education Commission: Submission 67, p. 4; Mr Michael Wilkinson, 

Executive Secretary, Transcript of Evidence, 17 March 2011, pp. CS28, 27. 
25  Mr John Pitcher, Director of Strategic Business Development, Netbox Blue, Transcript of 

Evidence, 8 July 2010, p. CS17.  
26  Safer Internet Group, Submission 12, p. 1; Australian Library and Information Association, 

Submission 16, p. 9. 
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• It will distract people from other things that need to be done to make 
the Internet safe; amd 

• Filtering attracts social costs, as there may be a ‘chilling effect’ on 
expression. It also has economic costs, as some investment in 
innovative ways to use new information in Australia will go 
elsewhere if there is a government screen.27 

17.36 Professor Karen Vered did not think that the government needed to 
dictate ‘a kind of blanket filtering’, and believed that parents/carers 
should make their own decisions about purchases, installation and 
learning how to use it. Filtering would be costly and put Australia at an 
even greater disadvantage internationally. It would also make Australian 
ISPs responsible for problems they had not caused, as they are not 
responsible for ‘unsavoury material’ from foreign sites. If Australian ISPs 
were to be made responsible for filtering, their costs would be passed onto 
consumers.28 

17.37 Moreover, technological barriers are not a solution, as they are not going 
to help young people develop their ability to discriminate, evaluate and 
act under circumstances where they are required to exercise their own 
judgement.29 

17.38 While supportive of the Government’s initiative in proposing to filter 
child pornography and extremely violent content, Symantec Corporation 
noted that filtering did not solve issues such as fraud, identity theft, or 
cyber-bullying.30 

17.39 The Alannah and Madeline Foundation confirmed that home filtering was 
not often applied, despite the widespread availability of systems. When it 
was applied, there was a risk that parents/carers were given a false sense 
of security about access to inappropriate content, or the risk of their 
children being contacted by strangers online. Parents/carers were then 
encouraged to think that their children could be left to go online 

 

27  Internet Industry Association, ‘Facebook on mandatory ISP filtering’, 13 May 2010, 
<http://www.iia.net.au/index.php/component/content/article/80/826-mozelle-thompson-
facebook-on-mandatory-isp-filtering.html>, accessed 3 March 2011. 

28  Associate Professor Karen Vered, Department of Screen and Media, Flinders University, 
Transcript of Evidence, 3 February 2011, p. CS38. 

29  Associate Professor Karen Vered, Department of Screen and Media, Flinders University, 
Transcript of Evidence, 3 February 2011, p. CS37. 

30  Mr Craig Scroggie, Vice President and Managing Director, Pacific Region, Symantec 
Corporation, Transcript of Evidence, 8 July 2010, pp. CS18-19.  
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unsupervised. ‘Software cannot replace the eyes and awareness of an 
engaged parent or carer.’31 

Feedback from young Australians 

17.40 The Committee’s Are you safe? survey asked participants what they 
believed could be done to make the internet safer. Though young people 
appear to welcome localised internet filters installed on personal 
computers, they are less receptive of an ISP-level filter.  

31  Alannah and Madeline Foundation, Submission 22, p. 29.  
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18 
 

Everywhere I go children and young people tell me they want to 
contribute. It is also my experience that children and young people often 
have a good understanding of what is best for their wellbeing, have 
unique insights into issues and can offer creative solutions to the 
problems under discussion.1 

It's not about being prescriptive as is implied by 'talk about it more' or 
'learn about it'. It's about experience, adaptability, and interest. If people 
aren't interested in their safety, they won't be safe. If people don't know 
how to adapt to the internet, they won't be safe. If people don't have 
brushes with unsafe use that really affect them, they'll continue to act 
brazen and be unsafe.2 

Input from young people 

18.1 As demonstrated throughout this Report, the Committee values the input 
of young people into the development of new methods to promote cyber-
safety and reduce cyber-bullying. Young Australians have a wealth of 
experience with new technologies and are more equipped to respond 
appropriately to online risks than is often assumed.3 Indeed, young people 
genuinely hold the key to their own security online; adults can learn as 
much from young people as they can learn from adults.  

18.2 As Dr Helen McGrath from the Australian Psychological Society 
commented:  

 

1  Commissioner for Children and Young People WA, Submission 54, p. 4. 
2  Survey respondent, Male aged 17. 
3  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 

Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, p. 2. 
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Young people need to part of that process, because if we do not 
listen to what they have to say about what works and does not 
work, we are going to go down some dead ends.4 

18.3 Furthermore, the Australian Youth Affairs Coalition suggested that: 

That children and young people be directly engaged to share their 
experiences and help develop relevant solutions to cyber safety.5 

18.4 The Alannah and Madeline Foundation commented that:  

Young people are essential to the solution and must be involved in 
policy development, parent education and development of multi-
media education materials.6  

18.5 The Youth Affairs Council of South Australia believed that the inherent 
risks are largely within the competencies of young people to manage: 

By framing young people’s internet use in the language of 
“threats,” it is easy to overlook the opportunities available to 
young people online, and also the fact that young people are 
usually able to understand and manage any risks they may take 
online.7 

18.6 A recent report by the Cooperative Research Centre for Young People. 
Technology and Wellbeing argued that, by positioning cyber-safety:  

within an online risk-management paradigm (particularly within 
policy) is inherently limiting given the substantial range and 
substantive benefits associated with online practise.  

18.7 That report also found that the benefits of social networking are largely 
associated with the:  

participatory nature of the contemporary digital environment, yet 
participation in creative content production, dissemination and 
consumption is largely overlooked in cybercitizenship 
frameworks. [This] should be informed by young people’s own 
experiences and perspectives.8  

 

4  Dr Helen McGrath, Psychologist, Australian Psychological Society, Transcript of Evidence, 
9 December 2010, p. CS58. 

5  Australian Youth Affairs Coalition, Submission 28, p. 3. 
6  Alannah and Madeline Foundation, Submission 22, p. 6. 
7  Youth Affairs Council of South Australia, Supplementary Submission 25.1, p. 3. 
8  Collin, P et al, 2011, The Benefits of Social Networking Services, Cooperative Research Centre for 

Young People, Technology and Wellbeing, pp. 21-22. 
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18.8 Indeed, the apparent experience of young people participating in the 
Committee’s Are you safe? survey was that current programs do not value 
their existing knowledge and consequently are delivered at a very basic 
level. This is demonstrated by the following comments, submitted in 
response to questions on what can be done to improve safety online: 

Young people dont care about giving information out because they 
don’t know what will happen. More talks need to be given at school by 
people that have gone through identity theft or something else on the 
internet, not just people that make up silly stories and tell us that our 
bluetooth names are wrong (Female aged 15). 

[I am safe] because i belive that i do know what i am doing. i have the 
knowledge, on how to handle viruses and worms. i think it would be 
useful to teach people on how to handle these (Male aged 15). 

18.9 Dr Barbara Spears commented: 

young people want education from research, they want to know 
what is legal and what is not and they want to be involved in the 
educative process as well.9 

18.10 The capacities, resilience and ability of young people to absorb 
information was also discussed by the National Children’s and Youth Law 
Centre:  

Children’s positive engagement with the Lawmail service shows a 
yearning for information and support. In particular, there has been 
a growing interest in cyber-safety marked by a 50 per cent increase 
in Internet related questions in the past year since 2004. 
Interestingly, these young people have had the initiative and 
forethought to ask the question. This is the kind of behaviour that 
in our view should be encouraged in young people: 
thoughtfulness, critical thinking and openness to learning. This 
displays maturity, respect for the law and wisdom in their 
interactions with the world. This resourcefulness should be 
matched and supported by adults in providing appropriate 
services.10 

 

9  Dr Barbara Spears, Senior Lecturer, School of Education, University of South Australia, 
Transcript of Evidence, 11 June 2010, p. CS28. 

10  National Children’s and Youth Law Centre, Submission 138, p. 5. 
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18.11 This sentiment was also reflected in comments submitted by survey 
respondents. An example was submitted in the final free-text space: 

I think it should be monitored more and individuals should take more 
of a responsibility. Some teenagers don't realise what they put on may 
be detriemental to their future goals. In saying that, preaching to us 
about it makes the people who listened the first time more aware and 
those who don't listen care less (Female aged 15). 

18.12 The clear message from both young people and other participants in the 
Inquiry is that programs should seek to value existing knowledge and 
build upon this with appropriate and resourceful strategies. Some of those 
strategies are discussed below, and in Chapter 19. 

18.13 The Committee’s Are you safe? survey also asked respondents aged 13 
years and over whether they believe more can be done to make the 
Internet safer. 62.9 percent of respondents believe that more can be done.  

Figure 18.1 Can more be done to make the internet safer? (Aged 13 and over) 

I don't know, 
(21.6%)

No, 
(15.5%)

Yes, 
(62.9%)

18.14 The survey asked respondents what they believe can be done to make the 
internet safer. Respondents were able to select more than one of the 
following options, and Figures 18.1a ad 18.1b indicate percentages of the 
collective total of responses to the question.  
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Figure 18.2 What can be done to make the online environment safer?  

Talk about it 
more with family, 

(21.4%)

Learn about it at 
school, 
(24.2%)

Ask friends, 
(8.9%)

More policing 
and 

enforcement, 
(12.8%)

Tougher filtering 
of the Internet,

(12.8%)

Make public 
internet access 
such as libraries 
safer, (10.0%)

Nothing, it 
is safe, 
(6.8%)

Other, (2.9%)
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  Sex  %  #  %  #  %  #  %  #  %  #  %  #  %  #  %  # 

5 

Years 

M  45.3  34  46.7  35  28.0  21  20.0  15  22.7  17  21.3  16  25.3  19  21.3  16 

F  40.2  33  37.8  31  29.3  24  25.6  21  31.7  26  22.0  18  23.2  19  18.3  15 

6 

Years 
M  54.2  26  60.4  29  31.3  15  33.3  16  12.5  6  25.0  12  6.3  3  8.3  4 
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  F  65.6  42  57.8  37  31.3  20  28.1  18  23.4  15  20.3  13  14.1  9  4.7  3 

7 

Years 

M  69.1  76  64.5  71  31.8  35  35.5  39  16.3  18  20.9  23  10.9  12  4.5  5 

F  80.4  78  67.0  65  28.9  28  24.7  24  14.4  14  12.4  12  4.1  4  2.1  2 

8 

Years 

M  64.2  272  56.8  241  25.2  107  31.1  132  19.6  83  20.5  87  6.6  28  3.8  16 

F  73.0  360  63.7  314  26.2  129  23.7  117  13.2  65  13.8  68  3.4  17  2.6  13 

9 

Years 

M  70.4  707  60.4  606  24.1  242  26.6  267  19.6  197  19.3  194  6.1  61  4.9  49 

F  74.0  798  66.7  719  22.6  244  27.2  293  16.9  182  18.8  203  2.9  31  4.8  52 

10 
Years 

M  66.7  1134  61.6  1048  22.4  381  25.9  440  23.6  402  21.3  362  5.8  99  2.9  49 

F  74.6  1342  70.8  1273  24.5  441  24.9  447  20.3  365  19.4  349  2.8  50  6.3  113 

11 
Years 

M  65.8  1517  63.9  1473  23.0  530  26.9  620  30.9  713  25.1  579  5.7  132  4.4  102 

F  69.7  1745  69.6  1741  24.9  623  28.4  710  28.0  701  26.0  650  3.0  74  7.6  191 

12 
Years 

M  59.0  1320  63.2  1414  24.9  557  28.8  644  35.0  783  25.3  567  9.2  205  6.0  134 

F  63.9  1446  70.7  1599  28.2  639  30.2  684  33.4  756  27.4  621  4.9  112  7.2  164 

13 

Years 

M  40.2  760  49.0  926  20.3  384  25.6  672  35.8  676  28.6  540  3.4  64  10.2  192 

F  39.9  980  51.8  1272  20.3  498  24.3  842  38.8  953  28.3  696  2.3  56  9.8  241 

14 

Years 

M  35.3  569  46.4  748  18.3  295  30.9  498  31.0  500  25.9  418  4.8  78  9.1  146 

F  33.7  667  48.1  954  17.7  350  35.2  698  37.4  741  25.0  495  2.2  44  7.8  155 

15 

Years 

M  27.9  332  41.1  489  17.6  210  29.1  346  27.4  326  23.8  283  4.8  57  7.4  88 

F  31.9  438  49.5  680  18.4  253  37.1  509  39.5  543  26.9  369  2.8  38  6.2  85 

16 

Years 

M  28.4  229  42.1  340  17.1  138  30.5  246  26.3  212  21.7  175  5.5  44  8.8  71 

F  27.2  271  48.1  480  14.9  149  37.3  372  36.7  366  24.2  242  1.7  17  6.1  61 

17 

Years 

M  22.8  90  33.9  134  14.2  56  28.6  113  20.0  79  17.5  69  7.8  31  9.6  38 

F  26.8  152  50.9  289  14.3  81  41.2  234  40.8  232  28.2  160  2.5  14  6.2  35 

18 

Years 

M  26.6  83  33.3  104  17.9  56  30.8  96  18.9  59  19.6  61  9.3  29  12.2  38 

F  30.5  79  37.8  98  18.5  48  36.7  95  32.4  84  24.3  63  9.7  25  11.2  29 
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Getting the message right 

18.15 Although young people and the broader community are aware of risks 
online, it appears that the positive message of staying safe online and 
limiting exposure to risks is not being fully understood or communicated 
effectively. 

18.16 Dr Julian Dooley highlighted the importance of getting the message right: 

One thing that is very clear, not from cybersafety research but 
from social marketing research, is that, if the message is really 
obvious and transparent, young people are much less likely to 
pick it up. It is really important that we develop strategies that are 
attractive, that convey and develop positive messages and that 
promote positive behaviours. One of the strongest predictors of 
bullying behaviours is a smaller social response repertoire. So we 
need to encourage social behaviours but do it in a fun way in 
which the message is not so blatantly obvious that it turns people 
off.11 

18.17 Dr Roger Clarke commented: 

Although the Slip, Slop, Slap example that keeps cropping up is a 
bit of giveaway, a bit of a stab in the dark, there is a benefit if you 
think through what objectives we are trying to reach. That kind of 
campaign did demonstrably reach parents and it also reached a 
proportion of those that are normally fairly hard to reach. That 
message got through. It got through to a lesser extent, I think, to 
young people, so if we are trying to target young people we have 
to find other channels. Advertisements are not the key thing for 
kids. They absorb their information in other ways. But mass media 
campaigns for parents, done the right way—it has to be really 
catchy; it has to be one of those ads that really clicks for the age 
groups we are trying to reach, which are current parents, not us 
grandparents—do have some merit in trying to reach a reachable 
part of those missing parents. As I say, the majority of kids are 
going to learn the majority of what they want from their peers and 
from their environment...  is that with young people viral 
marketing is going to be the most important mechanism that you 
are going to need to use. I do not believe advertisements in the 
sense of billboards and billboards converted into other media are 
having a big impact on young people these days. I do not speak as 

11  Dr Julian Dooley, Transcript of Evidence, 11 June 2010, p. CS38. 
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an advertising executive or an advertising researcher, but that is 
my impression. Viral marketing is perceived to be within their 
community—that is the reason it works.12 

18.18 Mr Darren Kane of Telstra Corporation warned, however, that:  

one of the young children during one of the workshops, when 
they were speaking about Facebook, indicated, ‘Facebook isn’t that 
bad.’ That is where we go back to that message that I spoke of 
earlier. We have got to be very, very careful around our 
educational programs to make sure that that is not the perspective 
young people have of Facebook. We have got to be careful about 
how we educate them to the risks of using Facebook without 
actually pushing them away from using a product that allows 
them to keep connected.13 

18.19 Young people also commented on the need for an age-appropriate and 
positive message. When asked what can make the online environment 
safer, the following comments were submitted:  

Everyone knows [about what they should and should not post online], 
they just dont think that these things will happen to them. so you dont 
need to tell us how to be safe, tell us more about what will happen if we 
aren’t (Male aged 15). 

i think people of higher, let me say, authority, need to come to schools 
and tell children, particularly teenagers about being safe on the internet. 
they cant just say 'please be safe whilst online' because that doesnt get 
through to us. they need to enforce laws and rules upon us. they need to 
get to the kids, not the parents or teachers. they dont run our lives and 
we are smart enough to know how to go behind their backs. we, as 
teens, must know the dangers and consequences and it must be told to 
us as a serious matter, not some light thing we can have a laugh about 
later (Female aged 15). 

I think that more public awareness is needed to make Online Safety an 
issue of importance for the youth of Australia. Essentially, the only way 
this message will really be heard is if the Australian youth have a 
greater exposure to it, outside the typical environment of school. For 
example, seminars could be held for the broader community as a way of 
educating parents AND students about online safety. In this way, the 

 

12  Dr Roger Clarke, Transcript of Evidence, 21 March 2011, pp. CS26-27. 
13  Mr Darren Kane, Director, Corporate Security and Investigations, and Officer of Internet 

Safety, Telstra Corporation, Transcript of Evidence, 8 July 2010, p. CS25. 
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message would be reinforced in a positive way which would most 
probably be reflected in the statistics of online safety awareness (Female 
aged 17). 

I think you just need to keep talking to everyone about it. There is no 
other way to enforce it, but to just keep talking about it (Female aged 
13). 

Just keep increasing awareness, sooner or later people will listen (Male 
aged 16). 

Just to keep talking about it at school and making sure younger kids 
understand, and make sure everything is as private as it could be so 
strangers can't look you up (Female aged 14). 

talking about it all the time just makes me annoyed the more paranoia of 
your parents and teachers that gets shoved down your throat the less 
you actually care, yeah theres bad people out there but everyone knows 
that it should e taught once or twice but after that it should only be 
remided when someone is actually doing somthing stupid, bad people 
are everywhere not just on the net (Female aged 17).  

18.20 They also commented on how these messages might be delivered: 

pop ups on the web, featuring information on safety, but being etiquette 
and not coming up to often so it doesnt annoy annoyone (Male aged 14). 

Reminders when you ARE online.   Everyone knows this information, 
but if someone was faced with a choice (eg, between giving information 
out and not) it is most usually the 'giving' side of the argument that wins 
because there is someone to persuade you. The 'safety' side needs to be 
persuasive too (Female aged 15). 

Appropriate educational materials 

18.21 Mr Nick Abrahams and Ms Ju Young Lee submitted that,  

There is not enough educational material being produced or 
distributed that truly has an impact on teens. Much of the 
educational material being produced is in hardcopy, or is difficult 
for teens to relate to as it is usually presented from an older 
perspective. Educational materials that are relevant and produced 
from their peers’ perspective are essential. Additionally, these 
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materials should be distributed through the mediums that teens 
function in (email, social media) to be effective.14 

18.22 Similarly, Facebook commented: 

One of the big frustrations that I see is that the government is 
thinking, ‘I want people to come to the government website to 
look at X,’ but few kids are going to do that and few parents 
actually do that.15 

18.23 Respondents in the Committee’s Are you safe? survey commented 
extensively on the current approach of education programs, and how they 
might be adapted. Some of the comments made throughout the survey are 
extracted below: 

Educate adults as well as children, teenagers (Male aged 15). 

educating people of incidents that have occured with other people, so 
they know what has and can happen to them. It can also be seen as a 
scare tactic as this can work well for teens (Female aged 15). 

Education about the repurcussions, if you wouldn't do it in real life... 
Hence why filtering isn't the answer... (Male aged 17). 

Education is the key, if kids know the dangers they know what to do. 
Force facebook to make privacy settings easier to understand for kids. 
Make parent liable for what happens to their kids online (if parent 
monitors then child will be safe). Provide free good filtering software for 
parents who can't afford to buy it (Male aged 18). 

Get everybody to learn about safety on the internet and help eachother 
and always make sure the site is safe and that all your settings are 
privately set. Make sure younger kids especially learn because they can 
just easily clock on anything without any cyber-bullying knowledge or 
safety (Female aged 13). 

Have more police officers come into the schools and share with students 
what penilties there are against offenders and what you could do if you 
were in that situation (Female aged 14). 

I cannot stress enough, how important it is for children to be aware of 
the damage they can do with a single click. Education of the dangers of 
the internet and how to safely and responsibly use the internet needs to 

 

14  Mr Nick Abrahams and Ms Ju Young Lee, Submission 66, p. 2. 
15  Hon Mozelle Thompson, Chief Privacy Advisor, Facebook, Transcript of Evidence, 11 June 2010, 

p. CS36. 
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be a priority in solving cyber bullying issues. Also I am aware that no 
specific laws or policies are able to be enforced upon the perpertrators, 
so there is no deterrent for would-be cyber bullies to bully other peers 
online (Female aged 17). 

I think it is important just to educate people about internet safety, and 
not focus so much on filtering instead. I think that students should be 
educated more on specifically what they can do to be safer on the 
internet, because at the moment we aren't really taught a lot and I know 
that a lot of other people know nothing about internet safety (Female 
aged 14). 

I for one need a better understanding of viruses and online safety with 
the computer. A public body of informatio would be helpful (Male aged 
14). 

Most sites are safe, it's the users that tend to be the issue, whether they 
don't know what to do and get into trouble or someone who does bad 
things anyway takes advantage of them. I reckon educating people on 
how destructive their actions can be, whether they realise it or not, is the 
solution as well as teaching them about the philosophy behind the 
morals of their actions (Male aged 17). 

not necessarily at school, we get a lot of lectures already, but deffinately 
something else.. maybe a website? or some kind of interesting game? or 
up-beat documentary, nothing corney. or posters? but all of them 
designed and influenced by children our age. not some random people 
in an office. its important that we feel involved in our own production of 
saftey. otherwise we will just see it as another boring lecture (Female 
aged 16). 

To make things safer online, people should actually be realistic in 
seminars given about online safety. Usually they are lame. People 
usually know not to do stupid things on the internet anyway (Female 
aged 14). 

We learn a little about it at school but not much. Make it more 
understandable for kids. alot of people make there age older so they 
make acctons for facebook ect (Female aged 14). 

Parents should be educated about this topic more. If they are more 
aware about this topic, majority of parents would be able to prevent it 
and intervene (Female aged 16). 

People just have to use there brains more. I mean its common sense to 
know if its a good idea or not. If it doesn't feel right then don't do it 
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(Male aged 15). 

Teach people about the dangers, and how to avoid them and avert them 
with proper security. This would make people aware of the dangers but 
not scare them out of using the internet (Male aged 14). 

Teachers can talk to students in small groups or by thereselves so that 
they get the message quicker (Female aged 13). 

teaching critical thinking skills to school students to improve common 
sense and make them think! But this would involve overhauling 
education curriculum and is probably beyond the scope of the 
parliamentary inquiry (Male aged 18). 

I think there needs to be something done in teaching children morals; 
what is right and what is wrong, no matter who's beliefs this may 
infringe on (Female aged 18). 

 

Recommendation 27 

 That the Minister for Broadband, Communications and the Digital 
Economy invite the Consultative Working Group on Cybersafety, in 
conjunction with the Youth Advisory Group, continue to advise 
Government on enhancing the effectiveness of cyber-safety awareness 
campaigns including targeted media campaigns and educational 
programs. 

Empower young people to better assist each other 

18.24 It is important that positive initiatives empower young people to promote 
their own safety, and that of their peers. The Youth Affairs Council of 
Victoria noted: 

We know through our work with young people that they get most 
of their information from each other and that they share a lot of 
information. Not all of that is reliable information, so we need to 
be really careful about monitoring what young people are telling 
each other and listening to the stories that they are telling each 
other about their online experiences.16 

 

16  Ms Georgie Ferrari, Chief Executive Office, Youth Affairs Council of Victoria, Transcript of 
Evidence, 11 June 2010, p. CS27. 
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18.25 Facebook’s Chief Privacy Advisor also commented: 

When they sense something is not right they will warn all their 
friends but not necessarily tell their parents or their teachers, and 
that is an important challenge.17 

18.26 Dr Julian Dooley noted that: 

So having peer driven student leadership based programs where 
there is open, engaged discussion about what happens online and 
what does not happen online is a great way to encourage positive 
uses.18 

18.27 The Alannah and Madeline Foundation observed that: 

if we are to be successful in developing those resources, we need 
to engage young people as the experts, because they are the only 
ones that know what is cool, what is now and what appeals.19 

18.28 Ms Sonya Ryan noted young people’s capacity and interest in working 
collaboratively:  

I think it is about getting through to children through mediums 
that they can relate to, to really get them enthusiastic about 
coming together and taking a stand against this kind of crime. I 
find that the kids at high schools tend to get quite agitated about 
what has happened to my daughter—the way in which she was 
lured by the promise of love—and they are very keen to let all 
their friends know, to pass the information on, to talk to others 
about it, to talk to siblings about it and to talk to parents about it. 
There needs to be more information, more education and more 
awareness in the curriculum and also through different means. As 
I have said, it needs to go through avenues in which the children 
are already engaged and so they are in a place where they feel 
comfortable. Then we tend to see them come forward with 
information because they are in an environment where they feel as 
though they can.20 

18.29 Similarly, Ms Candice Jansz commented: 

 

17  Hon Mozelle Thompson, Chief Privacy Advisor, Facebook, Transcript of Evidence, 11 June 2010, 
p. CS32. 

18  Dr Julian Dooley, Transcript of Evidence, 11 June 2010, p. CS44. 
19  Dr Judith Slocombe, Chief Executive Officer, Alannah and Madeline Foundation, Transcript of 

Evidence, 11 June 2010, p. CS38. 
20  Ms Sonya Ryan, Director, Carly Ryan Foundation, Transcript of Evidence, 3 February 2011, 

p. CS59. 
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The design and implementation of peer-run educational programs 
should also be a central facet of any such measure, as youth place 
great importance on the views and actions of their peers. This 
diversification of advice and information will ensure that 
messages concerning the permanency of actions, the gravity of 
choices and the dangers of online disclosure are reiterated and 
more comprehensively understood by young people in the long 
term.21 

18.30 Indeed, young people completing the Are you safe? survey commented on 
their peer-support networks when feeling unsafe on the Internet. When 
asked who they would talk to if they saw something concerning online, 
the following comments were made: 

I would say talk to someone you trust and make sure they know whats 
going on.its very hard for people to talk to there familys and others 
(Male aged 15). 

I would talk to my sister, because she understands me, but not like 
anyone else in my family (Female aged 14). 

Maybe a family friend...i dont trust those around me enough to not go 
back and tell my father what i may have accidently come across while 
on the internet and i know my dad would jump to conclusions (Female 
aged 15). 

Think about it in depth by yourself, perhaps communicate on the 
appropriate forums (Male aged 16). 

 

Peer education 
18.31 A strategy that is likely to be the most effective in combating the negative 

effects of online interaction for children and young people is peer-run 
education. This could be through groups such as Privacy Victoria’s Youth 
Advisory Group, or mentor groups within school and community 
environments. Groups such as these, composed of enthusiastic and 
dedicated young people, are more likely to be able to reach and connect 
with a young audience than older presenters. This is in spite of a lack of 
formal training and experience. 

18.32 Ms Jansz stated that young people,  

 

21  Ms Candice Jansz, Submission 44, p. 3. 
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are at an age where they are mature enough to understand and 
communicate the risks and issues involved in online 
communication, yet young enough to remember their childhood 
and teen years clearly, making them able to easily relate to and 
empathise with their audience’s issues, concerns and 
communicative needs... Dynamic and enjoyable presentations on 
cyber-safety by young people in schools and community venues 
for children, young people, parents and teachers alike are more 
likely to be remembered than academic or expert testimonies, 
which can inspire message fatigue as old materials and slogans are 
constantly rehashed and reused... The use of young people to 
educate young people also means that messages can be dispersed 
through alternate delivery methods, for example peer-created 
artwork, merchandise and posters, concerts, dynamic websites 
(including vox pops, videos and competitions etc.) and even 
delivery on the mediums deemed problematic in the first place, for 
example, Facebook advertising, groups or fan pages.22 

18.33 Similarly, the Commissioner for Children and Young People in Western 
Australia commented: 

Directly involving children and young people in decisions that 
impact on them and taking their views into account in the 
development of laws, policies and programs results in better 
outcomes for children and young people. This is true for all areas 
that impact on children and young people but is especially the 
case when considering their engagement with technology and the 
online environment – no one knows more about the ways they are 
engaged, the issues they face and, therefore it follows, solutions 
that are most likely to work for them.23 

Crossing the inter-generational divide 

18.34 Young people’s perceptions of what their parents/carers and other adults 
know about new technologies greatly impacts on the level of acceptance 
and value they place on the information and advice given to them. 
However, many young people do not believe that their parents in 
particular are fully aware of what happens on the Internet and, 

 

22  Ms Candice Jansz, Submission 44, p. 6. 
23  Commissioner for Children and Young People WA, Submission 54, p. 4. 
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consequently, often overstate dangers or misrepresent risks. The following 
comments were made in response to two different questions in the survey: 

parents definitely do need some insight into what their child or children 
are doing on the internet and teachers should also be aware of what 
goes on. but they cant really stop or change things like they should, 
there are many ignorant parents out there. i would know as my dad is 
one of them. im not saying i act irresponsibly on the internet, because i 
dont, im not that....immature. but MANY people do the wrong thing on 
a regular basis (Female aged 14). 

just a note that parents seem to follow after kids in exploring the 
internet, while professional development in some employment areas 
covers this if a parent asks their child "can you help me get facebook" the 
privacy responsibility is somewhat on the child to explain it to the 
parent thus school education is vital for families as a whole unit (Female 
aged 17). 

18.35 Indeed, the Inspire Foundation reported that: 

There was a prevailing attitude amongst young people that 
teachers, parents and youth workers didn’t really understand 
technology/how young people use the Internet and therefore 
weren’t in a position to (credibly) advocate safe Internet 
practices.24 

18.36 It has been argued in published papers that, as Australia moves into the 
future, the inter-generational divide is likely to become a key social issue. 
It is widely acknowledged that Australia needs a comprehensive plan for 
dealing with the effects of an ageing population, and that this planning 
needs to address inter-generational communication practices:  

The rise of new technologies has led to the emergence of new 
patterns of communication and social connection between young 
people. If we don’t act to enhance intergenerational 
communication, we risk generating a culture structured by a 
digital/communication divide between young people, their 
parents and older members of the community. It is vital that we 
harness the potential for intergenerational communication 
facilitated by social networking services. This will require a 
concerted effort to educate older Australians about [social 

 

24  Inspire Foundation, Submission 3, p. 9. 



INPUT FROM YOUNG PEOPLE 469 

 

networking and new technologies], and enable them to 
understand how young people identify and respond to the risks 
and opportunities they present.25 

18.37 One innovative way of crossing this divide is to invert traditional teaching 
relationships, so that young people become the teachers in adult 
education.  

Inverting the teaching relationship 
18.38 Dr Helen McGrath commented on this approach: 

There could be more intensive opportunities for parents to become 
aware of the issues above and beyond what is already available. 
One very wise principal of my acquaintance said that the only way 
this could be done is to have kids present about the issues to 
parents. In doing so you get the double learning but, at the same 
time, parents are more likely to come and see their children 
perform. And if, for example, the children were doing a 
presentation about cybersafety and then they stopped, for a freeze 
frame, and said, ‘What we had to check on before we did this was 
A, B, C and we were very careful not to do E and F,’ then that 
could be a really engaging way of doing it. It would be getting the 
kids to teach the parents, but in an engaging way as opposed to a 
preachy way.26 

18.39 Importantly, recent studies have been conducted trailing this proposal. 
Released on 5 April 2011 by the Cooperative Research Centre for Young 
People, Technology and Wellbeing (YAW-CRC), the Intergenerational 
Attitudes towards Social Networking and Cybersafety Report was based on a 
Living Lab study.27 The study reversed traditional teaching hierarchies: 
young people developed and delivered a cyber-safety education 
workshop to a group of parents.28  

 

25  Collin, P et al, 2011, The Benefits of Social Networking Services, Cooperative Research Centre for 
Young People, Technology and Wellbeing, p. 21. 

26  Dr Helen McGrath, Psychologist, Australian Psychological Society, Transcript of Evidence, 9 
December 2010, p. CS66. 

27  A ‘living lab’ is a user-centric research methodology for sensing, prototyping, validating and 
refining complex solutions in multiple and evolving real life contexts. A living lab simulates a 
particular social context that allows researchers to observe and analyse ‘authentic’ interaction. 

28  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing.  
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18.40 Significantly, the YAW-CRC’s report found that this model of cyber-safety 
education established an inter-generational conversation between young 
people and adults that lead to four substantial outcomes: 

• The dialogue leads to a demystification of social networking services 
and increased parental understanding of the role of these sites as 
communication tools; 

• Adults become more familiar with these services and began to feel 
more comfortable with the technologies used by their children; 

• As a result of this increased familiarity and understanding, parents 
became more aware of how they could assist their children to be 
smart, safe and responsible when online; and 

• The study’s young participants gained a sense of achievement and 
self-efficacy.29 

18.41 Furthermore, while the study’s participants acknowledged the value of 
conventional cyber-safety education, they also emphasised that the 
majority of effective strategies they had developed for maintaining a safe 
online presence had been learnt informally. This is primarily conducted 
through consultation with their peers or a process of trial and error.30  

18.42 Adult participants reported that this insight into supportive peer 
relationships was comforting, with one parent noting, ‘It was reassuring. If 
they don’t know how to deal with it they reach out to parents or their 
friends’.31 

18.43 Similarly, parents were reassured by the fact that the young participants’ 
online safety was strongly informed by the knowledge and skills they use 
to remain safe and responsible in the offline world.  As one participant 
commented, ‘whenever I’m unsure, I fall back on the things my parents 
have told me about keeping safe generally’.32 One parent noted that ‘my 
young person [participant] uses the same moral compass in her face-to-
face world as in the online world’.33  

 

29  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, p. 23. 

30  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, p. 24. 

31  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, p. 18. 

32  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, p. 18. 

33  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, p. 18. 
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18.44 In its recommendations, the Study advocates a series of guiding principles 
that should be applied in the development of future cyber-safety 
education models. According to the authors, education models should be: 

 developed in partnership with young people and acknowledge 
their expertise; be experimental as opposed to didactic; combine 
online and face-to-face delivery; have scope to meet the specific 
technical skills needs of adults, as well as providing capacity for 
high level conversations about the socio-cultural dimensions of 
young people’s technology use; and be flexible and iterative so 
that they can keep pace with the emergence of new online and 
networked media technologies and practices.34 

18.45 Engaging young Australians in the study’s learning lab reportedly 
provided participating parents with a supportive environment in which to 
explore technologies with which they would otherwise feel 
uncomfortable.35  The Study quoted parent-participants who remarked 
that 

Instead of having adults come to schools to talk about cybersafety, 
[we should] get young people to share their real life experiences. 

  and, 

The young people have been there, done that, and can talk from 
experience.  

  and, 

It was very refreshing to speak to someone who is young, open 
and frank.36 

18.46 This Study commented that the youth-led workshops inspired adults’ 
confidence in ‘young people’s capacity to engage in online interactions in 
responsible and risk-minimal ways’.37 Further, the study’s model of cyber-
safety education validated and strengthened young people’s knowledge 
and experience in this area.  

34  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, pp. 8- 9. 

35  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, pp. 16-17. 

36  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, p. 17. 

37  Third A et al, 2011, Intergenerational Attitudes towards Social Networking and Cybersafety: A Living 
Lab, Cooperative Research Centre for Young People, Technology and Wellbeing, p. 18. 
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18.47 The Committee proposed this idea to the participants of its High School 
Forum in Hobart: 

Hayden-Other generations need to be enlightened as well. Those 
generations have perceptions. Our generation is the modem 
generation where everything is about technology and that kind of 
thing. My parents really do not understand that. They cannot 
comprehend where we are coming from. They need to be placed in 
the situation so they can understand where we are coming from. 

CHAIR-So would it be better for adults to be taught by other 
adults or do you think you would do a better job of teaching 
them? Should it be you out the front teaching parents about it? 

 Hayden-I think that would be good because it would give the 
actual view. 

 Sally-I think that is an excellent idea because a lot of parents have 
views of internet sites and social networking that are not 
necessarily true. They have an idea. My dad still gets Facebook 
and YouTube confused, for example. Seeing that social-
networking sites are used predominantly by young people they 
are probably the best people to inform their elders about that sort 
of thing. 

Dylan-I would tell my parents. If you arc close enough to tell your 
parents and you guys do not mind sharing then I would tell them 
what is happening and even log on and show them if I am getting 
bullied or whatnot so that if it comes to it dad or mum can talk to 
them. I do know a friend who was being bullied on Facebook and 
their mum logged on and talked to them all,  which I suppose is 
good. We should also be educating the older generation about the 
things we are using so that when stuff happens they can get 
involved and help us. 

CHAIR-So, rather than the parent going down to the school, they 
logged onto the technology and spoke through that? 

Dylan-Yes, it probably would not be as confronting and if the 
other people are not willing to come and talk then yes. 

Harris-Carrying on from where Sally and Hayden were, I agree it 
would be a good idea for younger people to educate adults on 
these things. I agree with a lot of people. We want private 
conversations like adults want to have conversations with their 
friends that they do not want children to hear. As a lot of people 
already know, there are some things that parents do not want their 
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children to know about, and there are things we do not want our 
parents know about.  

... 

Georgia-On the idea that the parents learn, they also have to want 
to learn. I know the Y generation is meant to be stubborn and to 
want it all and that sort of thing, and I really want to tread 
carefully here, but the parents and the adults need to realise that 
they are also very stubborn. Trying to explain to your mum or a 
relative or someone like that who is older than you what is going 
on Facebook is like talking to a brick wall. They do not understand 
that it is meant to be fun and that. although it does sometimes 
cause people emotional pain, it is not meant to. They cannot get 
that around their head--does that make sense? 

CHAIR-Thanks.  

Harris-Coming back to what I have been saying and following off 
what Georgia was saying, I think a lot of parents view us as pretty 
much rebellious: we want to do what we want and we arc not 
going to listen to you. Of course, quite a lot of us do listen to our 
parents and talk to them, but we also have our views on things 
and we want to be able to express ourselves. In this sort of 
generation that we have, I suppose it is similar to when they were 
growing up as well,  because they had their ways to communicate 
and talk to each other. In a way. you cannot really stop what we 
are doing. but I see their point: we need to be careful But we still 
also need to express ourselves in ways that we understand. We 
have grown up basically like this; we can just talk and be more 
communicative--communicate better. The internet has opened up 
a whole new world.38 

38  Transcript of Evidence, April 20, pp. CS23-24. 
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Recommendation 28 

 That the Minister for School Education, Early Childhood and Youth 
consult with the Minister for Broadband, Communications and the 
Digital Economy to develop measures to introduce:  

 youth leadership courses enabling students to mentor their 
school communities about cyber-safety issues, and  

 courses on cyber-safety issues for parents/carers and other 
adults are developed in consultation with young people and 
delivered by young people. 

Other suggestions 

18.48 As this chapter has already discussed, young people are eager to 
contribute to developing messages, programs and strategies to promote 
cyber-safety and ethical online behaviour. Thousands of comments were 
submitted, through free text spaces in the Committee’s survey of how 
government, industry and other stakeholders can promote safe online 
practice. Some of these are included below.   

Industry 
18.49 Young people appear to appreciate the role that industry plays in 

contributing to safe online experiences. Survey respondents submitted the 
following comments regarding the possibilities for industry to have a 
greater role in making the online environment safer:  

Put in mechanisms on chat rooms and social media so that anyone who is 
under 18 gets extra protection so their names don’t come up unless being 
search by a friend and people don’t have to use thier real names or ages 
on their page if they select privately that they want an under-age account 
or you make and age limit on how old a person can be to be friend wtih a 
minor or you make police more prolifty and send cyber-stafey instant 
messages to enveryone who is under 25 about cyberstalking. Have filters 
to pick up suspicious bejhaviur and make a board to monitor 
inappropriate pictures so that they can’t be put up and allow people to 
request that slanderous or humiliating images cna be completely deleted 
off the server and the internet or request that they be buried deeper so 
that they cant be accessed on google images or searched for (Female aged 
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15). 

Reminders when you ARE online. Everyone knows this information, but 
if someone was faced with a choice (eg, between giving information out 
and note) if is most usually the giving side of the argument that iwns 
because there is someone to persuade you. The ‘safety’ side needs to be 
persuasive too (Female aged 15). 

Site Administrators and Developers 
18.50 Many comments were submitted by young people discussing the 

responsibility and opportunities for site administrators and developers in 
creating positive online environments. Some of the suggestions were 
broadly framed for site developers and administrators, and some 
specifically discussed privacy settings. 

an easier ‘reporting’ system, for example on facebook it mike take two 
and a bit weeks for actions to be examined and an account suspended 
when it should be a bit sooner (Female aged 14). 

any complaints (that are valid) that their is a person that may be a stalker 
or dangerous or anything like that they should NOT be allowed to have 
access to social networks (Female aged 16). 

before a child\adolescent activates a profile on facebook, there should be 
a page of information that must be read about the risks that they are 
putting themselves into from just one click of a button (Female aged 14). 

Change default settings on social networking site to a higher setting 
(Male aged 13). 

make websites that are the same as websites like faecbook and myspace 
but make them only for kids adn set a certain age group so unsafe adults 
cannot acsesse it but make it with very high security standars (Female 
aged 14). 

On social networking sites, it should be a rule to keep user's pages 16 and 
under on the highest privacy setting (Female aged 13). 

Social Networking sites should make it so that people that are tagged, 
must agree for the photo to be posted (Male aged 14). 

Social networking sites when creating an acount sould have a section 
where you have to fill in like a licence or other information and then 
complete the rest of the stuff. The networking sites could then send that 
information to the goverment and then check it and give approvle to the 
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sites profile to go ahead and the permantlaly destroy/very highly protect 
that information (Female aged 13). 

talk to the creaters of facebook and ask them to enforce tougher filtering 
(Female aged 14). 

Privacy settings 

18.51 Young people are concerned about the privacy settings on social 
networking sites and gaming sites. It appears that they believe that 
enhanced services and knowledge of privacy settings would assist them to 
stay safe online. 

Allow more choices for what you can allow people to see - both friends 
and strangers on your social network site (Female aged 14). 

Alot more privacy settings on all the social sites (Male aged 13). 

automatically have a privacy setting when you get a facebook etc. 
account (Female aged 13). 

Easier to access or adjust privacy settings- some are hidden, it almost 
seems like they're trying to trick you (Female aged 16). 

easier to understand privacy settings. They need to be a lot shorter then 
maybe more people will be willing to read them (Female aged 15). 

giving you the option, when you set up an account, to have private 
settings instead of having to find the private settings yourself (Female 
aged 14). 

have compulsory settings such as only your friends being able to see 
your photos or asking a question when you add someone  on facebook 
and if it adds up to the answer the person you are adding has made the 
friend request will be sent (Male aged 17). 

have higher quality privacy pages to allow only the people you chose to 
acssess it (Male aged 17). 

I think tighter safety settings could be applied on social networking sites, 
etc, as these sites are used by so many people around the world. There 
are many ways to view people's private information and a very long & 
arduous process has to be gone through to get the settings on totally 
private, as if the website is trying to make it hard enough to set things on 
private so people won't be bothered to do so. Also there are times when 
these privacy settings go down, e.g. when new settings are being 
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updated, allowing everyone's information to become totally public no 
matter what their privacy settings were. I think this should be improved.   
I also think that the default security settings on social networking sites 
should be set at a higher privacy, instead of automatically being available 
to a large number of people (Female aged 16). 

it needs to be easier to access the privacy settings, people who are not 
that good on computers might want to update the priacy but fdont know 
how to (Female aged 13). 

make sure that on sites such as habbo you can not put your full name and 
email address out there for everyone to see, because to sign up for those 
things you need to tell the network that stuff anyway so why cant they 
just monitor it and if you mention someones full name have it not shwn 
to everybody else?? (Female aged 14). 

More privacy laws need to be enforced and implemented for all social 
networking sites (Female aged 17). 

On social networks, you could be forced to read the privecy policy 
(Female aged 13). 

privacy settings being easier to access on social networking sites and all 
settings being on private (Male aged 15). 

Put in mechanisms on chat tooms and social media so that anyone who is 
under 18 gets extra protection so their names don't come up unless being 
searched by a friend and people don't have to use their real names or 
ages on their page if they select privately that they want an under-age 
account or you make and age limit on how old a person can be to be 
friend with a minor or you make police more prolific and send 
cybersaftey instant messages to everyone who is under 25 about cyber 
stalking. have filters to pick up suspicious behaviour and make a board 
to monitor and inappropriate pictures so that they can't be put up and 
allow people to request that slanderous of humiliating images can be 
completely deleted off the survour and the internet or request that they 
be buried deeper so that the cant be accesed on google images or 
searched for (Female aged 15). 

Social networking sights need to make account and privacy settings more 
user-friendly as well as maybe giving 'recommended' settings according 
to one's age (Male aged 15). 

stronger privacy settings on social networking websites (Female aged 17). 

The privacy setting on Facebook should not be optional-it should be an 
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automatic requirement of the site (Female aged 15). 

To have more privacy settings, more control over who can see what 
(Female aged 13). 

When setting up an account on facebook etc apart of signing up you have 
to look though the settings (Female aged 15). 

with facebook, twitter or myspace. many people can still get past your 
safety, so i feel that internet sites should enable i higher security level for 
people and a higher age in which they can make the account. theres too 
many creeps/pedofiles out there (Female aged 15). 

With the privacy settings on social networks such as facebook, people 
you aren't friends with should not be able to see all your information - 
the setting where they are allowed to should be de-activated.     Default 
security settings - you should only be able to raise them, not lower them 
(Female aged 15). 

you should have easier access to privacy settings. many websites like 
facebook make it difficult to find them (Male aged 16). 

Technology  
18.52 Young people also submitted comments in the Are you safe? survey 

regarding possible developments in technology that would assist them to 
feel safer. 

A button you can click on to make the site reported on the web if your 
scared (Male aged 13). 

Also having web 'hubs' with most of the things that children enjoy doing 
on the internet is another way of ensuring safety on the web (roller 
coaster website is a good example), so a list of website 'hubs' that comply 
with set guidelines could be a way to help make the internet safer for 
children, as parents can ensure t(guidelines could include not allowing 
links to outside webpages and forum areas that are screened and/or 
policed by administrators - or just have a general age specific section of 
the website to visit) (Male aged 16). 

Design a proper internet filter to stop both internet criminals, hackers and 
viruses. Make sure the filter is nationally introduced and recognised 
aswell as free or cheap so it is available for everyone (Male aged 18). 

Develop better anti-virus and anti-malware programs and make them 
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avaliable freely to the public (Male aged 14). 

I think that more compreshensive virus-protection should be easier to 
download and cheap for everyone. I also think that there should be 
tougher laws on people doing inappropriate things on the internet 
(Female aged 15). 

make programs able to block unsafe websites and ads avalabale free or 
come with new computers (Female aged 17). 

Maybe, there could be a filter that could detect these things and warn the 
person adding this information on the internet and warn them about 
what would happen if they did do that (Female aged 14). 

Pre-install computers with anti-virus programs to prevent viruses 
(Female aged 13). 

Community 
18.53 Comments were also submitted discussing broader community awareness 

and appreciation of cyber-ethics. Notably, when asked how the online 
environment can be made safer, the following comments were made: 

The morals of people themselves need to change.  Many people are not 
perceptive or don't care about awareness advertising.  If we are to fix this 
problem we need to fix societies problems in general.  I think manners 
need to be improved amoung young people.  We also need to spend 
more time outdoors and not on the internet.  Too much technology is a 
very bad thing.  The reason why I did not choose the options of 'learning 
about it at school' is because most kids just don't listen, it's as simple as 
that (Female aged 16). 

If a difference is to be really made we must look at the problem 
holistically - as i said, it's all linked.     Really what must be done is a 
whole paradigm shift - changing Australian culture and moving away 
from the materialistic western way of life to create a more happier 
harmonious society. I'm not being idealistic, probably the easiest and 
most effective way to do it (and its possible) is to overhaul school 
curriculum to make critical thinking skills the focus and centre-piece of 
education in Australia. Of course it involves a lot more than that, but it's 
a good start! (Male aged 18). 

Without an entire attitude shift to a school or community, no amount of 
education is going to change the values of a bully, or prevent bullying 
from being a recurring behavior throughout their life. Perhaps its a 
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pessimistic view, but i think its partly human nature to bully the weak, 
(survival of the fittest, etc), but added to that is the representation of 
teenage life on American television shows which portray bullying as a 
social necessity to become popular and liked (Female aged 17). 

The community as a whole has to take action to ensure that children are 
not left in these unstable and emotionally damaging environments and 
do not learn from the bad examples of their parents or carers. To rid the 
world of bullying, children must comprehend that being cruel is an 
inappropriate way to act and that bullying is wrong (Female aged 15). 

Legislation and law enforcement 
18.54 Young people also recommend amendments to legislation and law 

enforcement.  

Stronger laws should be passed in Australia to punish (if not 
internationally then domestically)  those involved in cyberfraud, virus 
writing, identity theft and hacking (Male aged 15). 

A better reaction to internet based crime, rather than just leaving it 
(Female aged 13). 

Tackling cyber-bullying 

18.55 Through its Are you safe? survey, the Committee received thoughtful and 
considered views by young people how cyber-bullying can be reduced. 
Survey participants made the following suggestions about how cyber-
bullying might best be addressed.  

Education programs and awareness campaigns 
18.56 The following comments were made by respondents when asked what can 

be done to reduce cyber-bullying in the Australian community. They 
highlight young people’s assessment on the successes of education 
programs: 

The procedures in place to reduce bullying seem like a joke to me, and 
bullying is only increasing so they aren't working. I never listened to the 
bullying advice seriously, neither did any of my friends, as the way it 
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was presented to us was laughable (Female aged 17). 

I think bringing children up to accept others better will help solve the 
problem better, a prevention is better than a cure. if students learnt to be 
more accepting then we wouldnt have to worry about such strict online 
policies. i know thats unrealistic but it would be nice :) (Female aged 16). 

Cyberbullying is a serious matter and should be a major part of learning 
in schools, whether in primary or secondary. Even though things are 
being taught in school older people don't realise that even if 
cyberbullying is being reported to an adult it will still be continued 
(Female aged 13). 

we learn to much about cyber bulling. its really boring because i keep 
hearing the same thing. Stop with learning. BORING!!!!!!!!!!!!!!!! (Female 
aged 13). 

We should have programs where we learn about it that is more effective, 
for example sometimes the only way to make people more aware of cyber 
bullying is to scare them and show them the results of cuber bullying 
(Female aged 13). 

show those 'cold-truth' stories about cyber bullying and especially 
stalking. definitely make some videos about cyber stalking and danger 
(Male aged 17). 

I think that schools where children are more educated about 
cyberbullying usually tend to have less incidences. For example I know 
that my school has speakers come at least once a year to inform students 
of the consequences of cyber bullying (Female aged 16). 

Again I think it really all depends on people being smart. I think our 
education on staying safe online is fantastic, however it doesn't target the 
one thing that can really stop cyber-bullying, and that is peoples attitudes 
and values to others (Female aged 15). 

Changing the infrastructure (e.g. by filtering) will not address the root of 
the problem. It is more important that people learn to treat one another 
with humanity and compassion (Male aged 17). 

Educate people about the serious consequences of it. People have 
committed suicide over cyberbullying incidents, it's a pretty serious topic 
(Male aged 18). 

Educate people on how to not make fools of themselves at school. 
Usually, within our generation, someone with a lack of intelligence is 
often targeted (Female aged 16). 
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Educate the common Australian to accept people from different 
backgrounds instead of judging, maming and inflicting slander on those 
that are of a minority instead of being ignerant and uneducated racists 
(Male aged 18). 

Educating children about acceptance and tolerance of others who are 
different to themselves (Female aged 14). 

Education about ways to improve self esteem without affecting others 
(Female aged 15). 

Education with the right sources, having a boring government site or 
spokesperson is hardly an effective education tool. Find a way to educate 
people of the consequences of cyber bullying an misuse of the internet, be 
it social or legal (Male aged 17). 

Helping kids to undestand what it is so they dont end up playing a 'bad 
joke' and getting in trouble when they didnt know something was wrong 
in what they were doing (Female aged 14). 

if someone came into my school to teach my how to get along better with 
other people i truthfully wouldnt listen you need to apporch it with a 
diffrent angle (Female aged 15). 

just get people to be more socially aware of what cyber-bullying effects 
are and to teach young ones how to show respect to other yet to still have 
fun (Male aged 17). 

just talking to students about cases where cyber bullying has happen and 
how much it has effected a person and stuff like that might show more 
meanfulness if someone see hwo much it can actually hurt and effect 
someones life (Female aged 14). 

more publicity about people getting in trouble over cyber bullying, so 
possible bullies know what trouble they will get in (Female aged 15). 

scare campaigns. Education about the possible ramifications of cyber 
bullying eg not being able to get a job (Female aged 17). 

Teach people that there are actually block buttons on things like 
Facebook and Youtube that will stop communications altogether. This 
should be done instead of trying to make up with the person as it blocks 
ALL contact with the bully. People should be more aware of this (Male 
aged 14). 

Teach people to actually have some respect for others. It'd fix more 
problems than just cyberbullying (Female aged 16). 



INPUT FROM YOUNG PEOPLE 483 

 

Teach stronger school/community spirit - a prevention instead of cure 
(Female aged 16). 

To reduce cyber bulling people actually need to experience what it is like. 
I think what worked best for me was seeing videos put together about 
kids taking there lives because of it (Female aged 15). 

When most people come and educate us about cyber bullying, it really 
doesnt stop or redice it at all. i think what might help is by a speaker 
coming in and talking to us and saying something like ' if you are cyber 
bullying, why dont you do a decent thing and apologise or just STOP' 
(Female aged 13). 

18.57 Nathan submitted to the Committee that site administrators should 
exhibit greater awareness and utilisation of existing technological services. 

It may seem like a big deal, but as people may not notice, websites such as 
Facebook and YouTube provide a very good service to stop Cyber-
Bullying. First of all, YouTube for example. YouTube provides a “block” 
button that immediately stops ALL contact with the person that is causing 
the havoc. People actually see through this “block” button. They may not 
notice it, or may have the need to actually confront the person when this 
is not necessary. Blocking a person is a very proficient way of stopping all 
contact with the person and/or ever speaking to then again. Bullying at 
school is a different matter, and not related to the Cyber-Bullying in these 
cases. Facebook on the other hand, goes even further. They provide a 
“block” button similar to YouTube, which completely blocks ALL contact 
online, but goes a step further. If the person being hassled may want to 
keep this person as a friend; they can stop them from posting on their 
wall, liking their status’, and commenting on anything relating to them. 
This is the quickest way to block ALL contact online, and is an easy way 
to stop this Cyber-Bullying problem.39

Greater support networks 

18.58 The following comments about the need for more support were made by 
respondents: 

 

 

39  Nathan, Submission 129 p. 1. 
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Counselling to cyber-bullies and victims of cyber bullying; support 
networks for youths (Female aged 16). 

Ensuring that children who are bullied are offered support, so that they 
do not bully others and ensuring children are not allowed to stay in 
homes where they are abused and consequently wish to abuse others 
(Female aged 15).  

More actions by site administrators 

18.59 Young people also submitted that site administrators need to become 
more involved in delivering appropriate support services: 

The amount of times that I have reported people to the Facebook Admins 
and nothing has been done- the only way to make them care is to 
legislate, but I realise that isn't a practical measure (Male aged 15). 

abusive language should be flagged by facebook and if they see that the 
language was used to offend someone not just as a joke to a friend their 
facebook account should be terminated (Male aged 15). 

clearer report functions and punishments (bans or fines) depending on 
how bad offence is (Male aged 14). 

For website managers to keep a much closer, stricter eye on what is being 
posted on their site (Female aged 15). 

Forcing websites like Facebook to simplify privacy settings so its easier 
for parents/kids to lock down aspects of their accounts (Male aged 18). 

Have people who monitor sites and if they see cyber bullying they report 
it to authorities (Male aged 14). 

Make website administrators respond effectively and timely (Male aged 
15). 

More information about what cyberbullying is and how to report it 
(Female aged 14). 

More privacy options on social networking sites and a way to change 
your mobile number easily (Female aged 13). 

On social networking sites, I think a reputation system would help 
(Female aged 16). 

Provide manger contact details so that if it does happen you could email 
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them and they would be removed (Female aged 13). 

the people that own websites like facebook, myspace or anything else 
should have a program that when someone is caught cyber-bullying they 
should be banned from the website for a couple of hours or a certain 
amount of time (Female aged 13). 

there should be a minimum age requirement for possession of a phone or 
access to social networking sites. People should know and appreciate its 
value and recognise that they can hurt people by misusing it. The 
technology is becoming available to children at a younger and younger 
age and they are not responsible enough to hand this technology and its 
dangers (Female aged 16). 

Why not make a system that recognises cyberbullying or an online fight 
and it suspends the students involved from using facebook for 24 hours 
(Male aged 15). 

18.60 A similar comment was made during the Committee’s High School 
Forum, with Ebru commenting that: 

When you first get on Facebook there are terms and conditions about 
bullying, and everyone here has obviously accepted that. It is strange 
that there can be so much bullying and harassment on Faccbook but no-
one at Facebook sees it. In the terms and conditions it says that they 
check to see what we are doing and what kinds of photos we have up, 
and that if there are harassment reports they will check them. But 
nothing happens with it at all.40  

Innovative suggestions 

18.61 The following suggestions were made by respondents: 

Why not make a system that recognises cyberbullying or an online fight 
and it suspends the students involved from using facebook for 24 hours 
(Male aged 15). 

Let these bullies do something creative with their time and hence they 
can achieve. Eg Making Flash movies, rating Flash movies, drawing, 
making music etc (Male aged 18). 

 

40  Ebru, Transcript of Evidence, 20 April 2011, p. CS20.  
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General comments 
18.62 The following general comments were made: 

Cyber bullying is an inevitable problem that should not be seen as 
something that can be completely eradicated. It is a natural exponent of 
adolescence and will be an inevitable feature of the internet as we know 
it. Filtering or restricting will not solve the problem, and though 
prevention and education can help the problem, the underlying cause 
(adolescence, stupid people doing stupid things etc.) will not go away. 
Treating these underlying problems will, in the long run, prove to be 
more beneficial than merely reducing the prevalence of cyber bullying 
(Male aged 17). 

You guys think you know a lot about cyber bullying, but it has been 
around for a LONG time, you need to work WITH young people about 
cyber bullying (Female aged 15). 

In todays society technology is so easily accessible. Currently i am on 
my laptop with my phone just by my side. These tools can be used to 
our advantage or they can be easily abused and mistreated. ... Like 
anything there are positives and negatives and with Facebook for 
example it keeps everyone in touch and up-to-date with our friends or 
families lives, it also can be used as source to find a bullies next victim 
and so easily done. [Cyber-bullying] is a problem and does need to be 
fixed. but the problem comes [from] the bullies themselves, because in 
all honesty who has the time or motives to get on the internet and for 
their own pleasure make someones life horrible? ... So my theory is don't 
treat the symptom treat the disease... For example don't have a panadol 
every time you get a headache, its better to think- why have i got a head 
ache, oh im dehydrated, then have a glass of water to treat the hydration 
and then the headache will sort itself out. if we sort out the problems of 
these bullies the rest of it will all sort itself out (Female aged 16). 

I think that cyber-bullying can be prevented by the victim, each of the 
activities listed above that supposedly cyber-bullying can be prevented. 
for example unwanted emails can be blocked from the specific sender. if 
the victim doesnt want to talk to someone on the internet then they can 
do things to prevent it (Male aged 16). 

No one stands up for them... teachers talk big but when you report it... 
they really dont take action (Male aged 14). 

There aren't really any consequences for bullying online, its hard for the 
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victim to fight back (Male aged 17). 

Cyber bullying only happens if you respond. If you block all contact 
then it cannot happen, the kids need to learn to just not respond. 
Responding feeds the "trolls", an internet term to describe someone that 
acts in a way to annoy someone ect (Male aged 17). 

cyber-bullying has existed since the beginning of the internet - there is 
little that can be done to prevent it. but, maybe it would decrease in 
frequency if social networking sites (deviantart etc.) could be accessible 
in learning environments, children would not be so inclined to bully, for 
teachers could assist in the prevention (Female aged 14). 

cyber-bullying is the manifestation of bullying in the internet age, so the 
failures to reduce playground bulllying and aggression in Australian 
society might be the same failures we will begin to see occuring in the 
attempts/efforts/intiatives to reduce cyber-bullying (Male aged 18). 

DISCOURAGE the use of social networking sites. Yes, they are gerat in 
keeping in contact with friends and for other necessary communication, 
but people are using them far too frequently and they are taking over 
other aspects of life. People, particularly younger people, need to 
recognise how superficial they are, and that they are NOT an essential 
part of life (Female aged 17). 

I don't think anything can really be done, but maybe raising awerness 
can help a little (Female aged 17). 

I think teenagers have to grow up to the fact that what they 
say/do/post to/about someone can actually hurt (Female aged 15). 

If a student ect reports something DO SOMETHING ABOUT IT  - not 
just get the student to 'appologise' because they NEVER mean it (Male 
aged 14). 

Not very much. Trying to control behaviour intrudes personal freedom 
and independence unless they were taught to be well behaved from the 
very beginning (kindergarten) and they understand the value of being a 
warm hearted person. Forcing one to learn may cause inconsistency of 
leading a positive life, and may backfire as a result of self independence 
and rebellion. That is a danger (Male aged 16). 

Tell kids that it's okay to block or report people that make them feel 
uncomfortable. It doesn't make them weak if they do (Female aged 16). 
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Conclusion 

18.63 It is important that cyber-safety initiatives value the contributions, ideas 
and existing knowledge of young people, and seek to build upon that 
knowledge.  They have a wonderful capacity to adapt, learn and inform 
their peers, and this capacity should be harnessed in initiatives that 
government, industry and non-profit organisations develop.   

 

 



 

19 
 

Conclusions 

19.1 Most users of technology find their experiences in the online environment 
are useful, pleasurable and trouble-free. Technology is now so central and 
so valuable that our lives would be incomprehensible without it. Although 
there have been problems and even tragedies for some users, it would be 
unrealistic not to acknowledge these facts about use by the majority. 

19.2 While it is clear that existing cyber-safety programs are very useful, their 
range and variety can cause difficulties for those who are not confident in 
the online environment. A cross jurisdiction, coherent approach has been 
muted: 

A national coordinated approach is essential. There are many 
initiatives and sources of information available from a large 
variety of bodies including universities, all three levels of 
government – local, state and federal, schools and education 
departments, and not for profit associations. It is becoming 
overwhelming for parents, teachers, children and other users to 
navigate all the information and advice, and to find applicable and 
practical information quickly when necessary.1 

 

1  Australian Library and Information Association, Submission 16, p. 8. 
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Centralised system 

19.3 One of the issues for young people seeking assistance is that they have to 
determine which organisation to contact. A central point of contact would 
be beneficial.2 The Alannah and Madeline Foundation commented that: 

We, as a foundation, would be approached weekly by someone 
with a new whizzbang resource that is going to solve cybersafety, 
whether it is targeted at a parent or a child. With our eSmart 
project, we are triaging those and pointing to the ones that we 
know are evidence based. There does need to be a sorting 
mechanism and there needs to be an awareness of what is already 
out there so we do not duplicate. Duplication is a huge problem.3 

19.4 Current programs to reduce online risks are developed by many 
organisations: particularly the educational and commercial sectors, and 
the information and technology industry. It is clear that these risks are not 
being fully addressed, especially for young people.  

19.5 The Office of the Privacy Commissioner stated: 

Cyber safety is a national problem and an important way to 
minimise cyber safety risks is to adopt a coordinated approach 
across portfolios and jurisdictions. Cross-portfolio co-operation 
enables agencies specialised in particular areas to collectively 
consider different aspects of information communications 
technology initiatives and their associated privacy and security 
risks, and to develop an appropriate responses. Ensuring that 
various education and awareness programs are complementary 
and co-ordinated is key to promoting an empowered community.4  

19.6 The Association of Independent Schools of South Australia suggested: 

exploration of the formation of a national an advisory group to 
guide policy development and keeping a watching brief on the 
‘bigger picture’, particularly in regards to international research 
and policies.5 

2  Mrs Sandy Dawkins, Manager, Engagement and Wellbeing, Office of Youth, SA, Transcript of 
Evidence, 3 February 2011, p. CS22. 

3  Dr Judith Slocombe, Chief Executive Officer, Alannah and Madeline Foundation, Transcript of 
Evidence, 11 June 2010, p. CS37. 

4  Office of the Privacy Commissioner, Submission 92, p. 7. 
5  Association of Independent Schools of SA, Submission 19, p. 15. 
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19.7 The Australian Direct Marketing Association supported the establishment 
of a single office: 

an Office of Online Security be established to provide industry, 
consumers and all relevant stakeholders with a single point of 
contact for this vitally important issue.6 

19.8 The Safer Internet Group endorsed this view: 

a more coordinated approach across the departments and across 
the programs [should] be undertaken. Within the Department of 
Broadband, Communications and the Digital Economy and also 
the Attorney-General’s Department there could be some better 
collaboration across cybersecurity and cybersafety.7 

19.9 The Independent Education Union of Australia believed that the range of 
programs available needs to be brought together, identify what is best 
practice and decide how and where schools can be involved.8 

19.10 The Australian Institute of Criminology believed that there is too much 
material already available, and that this should be coordinated into 
information sites managed by a central agency.9  

19.11 The United Kingdom Council of Child Internet Safety is an example of 
such a body, as it: 

brings together over 140 organisations and individuals to help 
children and young people stay safe on the internet. It is made up 
of companies, government departments and agencies, law 
enforcement, charities, parent groups, academic experts and 
others.10  

19.12 The United Kingdom’s Home Office Task Force on Child Protection on the 
Internet has developed a series of good practice guides: 

These documents were intended primarily as a guide to 
commercial or other organisations, or individuals, providing 
online services or considering doing so in the future, but as public 
documents, are also of interest to internet users. The guidance 

6  Australian Direct Marketing Association, Submission 36, p. 6. 
7  Ms Sue Hutley, Executive Director, Australian Library and Information Association, 

representing the  Safer Internet Group, Transcript of Evidence, 8 July 2010, pp. CS16. 
8  Mr Chris Watt, Federal Secretary, Independent Education Union of Australia, Transcript of 

Evidence, 30 June 2010, p. CS3. 
9  Dr Russell Smith, Principal Criminologist, Manager, Global Economic and Electronic Crime 

Program, Australian Institute of Criminology, Transcript of Evidence, 24 March 2011, p. CS19. 
10  Childnet International, Submission 18, p. 4. 
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covered includes advice on chat, search, moderation and social 
networking services. ACMA submitted a statement of support for 
the Good Practice Guidance for the Providers of Social 
Networking and Other User Interactive Services 2007, as well as 
participating in the drafting of the guidance. Best practice 
documents have also been drafted and promoted by industry 
groups, such as the UK code of practice for the self-regulation of 
new forms of content on mobiles and the European Commission 
including Safer Social Networking Principles for the EU20 and the 
European Framework on Safer Mobile Use by Younger Teenagers 
and Children.11 

19.13 Singtel Optus also raised the point that there is a need for greater 
collaboration to ensure resources are ‘pooled and used effectively, and to 
ensure that there is a consistent message’.12 Childnet International stated: 

It is key to make sure that all actors in this space – parents, schools, 
children and young people but also law enforcement, industry and 
governments are playing their part in making the internet a great 
and safe place and are supported in this.13 

19.14 The Australian Communications and Media Authority (ACMA) has a 
range of regulatory and educational roles. Its personnel are 
knowledgeable and experienced, and the resources they provide are 
highly valued. It is in an ideal position to take on a greater role in 
coordinating cyber-safety in the online environment. As a result of its 
research, it has a range of programs to increase cyber-safety and educate 
users of technology. For example , the Cyber Safety Help Button was 
developed in response to advice from the Youth Advisory Group, set up 
to provide a forum where young Australians can talk directly to 
government about cyber-safety. 

19.15 The Consultative Working Group on Cybersafety exists to advise the 
Government on priorities for action by government and industry about 
cyber-safety, especially for Australian children. It includes representatives 
from industry, community organisations and Australian Government 
agencies. It would be, therefore, the appropriate body to recommend an 
appropriate, revised role and structure for ACMA.  

 

11  Childnet International, Submission 18, pp. 4-5. 
12  Singtel Optus Pty Ltd, Submission 42, p. 2. 
13  Childnet International, Submission 18, p. 8. 
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19.16 The importance of clear definitions was emphasised throughout the 
Inquiry. One of the first tasks for a centralised body should be to develop 
appropriate definitions, especially for cyber-bullying:  

The most frustrating thing about Australia in the way that we do 
things is this lack of consistency...We have different laws right 
across the country. We cannot agree on the definitions of what a 
child is. We cannot agree on an age of consent, and here we are 
talking about cybersafety and all of these other elements. I think 
trying to get people around the same table from the states and 
territories is notoriously hard and trying to get them to agree on 
anything is even harder. Starting to work collaboratively at the top 
level, by taking on an issue, particularly as this is a new one 
relatively speaking, might help us as a nation to pull together and 
understand that we are all dealing with the same people. This lack 
of consistency and the unwillingness for the states to engage and 
do the same things everywhere is very frustrating from the child 
protection point of view. I am happy to say that the framework 
appears to be tearing that down a little bit, which is great.14 

19.17 A statement from young people from the Australian/European Training 
School on cyberbullying included the following list of priorities: 

 A clear definition of what cyberbullying is, including the effects 
and consequences; 

 Clarity around policy i.e. what inappropriate behaviours we are 
talking about; 

 Education and education for parents and peers in cyber-safety; 
how to use Facebook, e.g. privacy settings and what they really 
mean; 

 Adults to acknowledge the importance of how children cope 
with cyber-bullying; 

 Research in every country to figure out the nature of the 
problem which feeds into addressing the issues; 

 Increase communication between students and teachers; 
 To promote the notion that it is acceptable to talk about 

experiences of cyber-bullying to help those who are victimized 
in the future; and 

 Researchers to identify strategies for parents to give 
support/advice to their children.15 

 

14  Ms Hetty Johnston, Founder and Executive Director, BraveHearts, Transcript of Evidence, 
17 March 2011, p. CS42. 

15  Australian University Cyberbullying Research Alliance, Submission 62, p. 23. 
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Central portal 
19.18 The Australian Toy Association would like to see current information on 

cyber-safety made available in a central portal: 

A range of government and nongovernment online material was 
released and promoted. These were seemingly unrelated to one 
another. There needs to be more co-ordination.16 

 National cyber-safety education program 
19.19 A national cyber-safety education program, devised and implemented 

with the cooperation of all Australian jurisdictions is central to addressing 
risks in the online environment. 

19.20 Schools are the best places to do this, however, any programs that are 
adopted must be more than a series of ‘bolted-on’ classes added to already 
crowded curricula. Continuing to provide ad hoc classes on cyber-safety 
will not address or resolve effectively cyber-safety problems experienced 
by young Australians.  

19.21 Cyber-safety is essential for all Australian students and therefore needs to 
be taught within curriculums. As already noted, the Australian 
Curriculum, Assessment and Reporting Authority is developing the 
Australian Curriculum. One of its seven general capabilities is competence 
in information and communications technology. The opportunity exists, 
therefore, to recognise and fulfil the need for a national approach to cyber-
safety education at schools, one that is embedded in curricula. 

19.22 The South Australian Commission for Catholic Schools supported the 
revised National Safe School Framework as a ‘well accepted national 
framework to develop specific school initiatives focused around student 
safety, addressing bullying and harassment and positive student 
behaviours’.17 

19.23 To be effective and increase cyber-safety for young people in particular, 
such a national program must be: 

• thoroughly researched; 

• broad and deep in its concepts and approach; 

• well funded; and  

 

16  Australian Toy Association, Submission 45, p. 1. 
17  South Australian Commission for Catholic Schools, Submission 9, p. 6. 
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• long term. 

19.24 Above all, an effective program must be the fruit of a cooperative 
approach so that it can be introduced across all Australian jurisdictions.  
All users, regardless of their locations, face similar online risks. Without a 
cooperative approach, many young Australians will continue to face risks 
in the online environment with inadequate guidance on how to deal with 
them. 

19.25 Netbox Blue outlined the benefits of this approach: 

 Schools will embrace the program as it offers them reassurance 
of a centrally provided and thoroughly researched set of 
Standards that offer them a Certification that they will be proud 
of; 

 Schools will be able to spend less time pursuing individual 
research into how to solve the same issues that face every 
school in the country; 

 Schools can be advised as to where the boundaries of their 
“liabilities” are with relation to their duty of care (specifically 
relating to laptop provision and what their responsibilities are 
in managing these outside of the school’s network); 

 Less money will be wasted on a “trial and error” approach of 
individual States and school bodies / schools tackling the issue 
in different ways; 

 Standards can be set to ensure that the rush of advisors, 
consultants and technology suppliers meet a set of pre-
determined standards and deliver advice or solutions within 
the framework that may be agreed; 

 Specifically technology suppliers should be required to 
demonstrate referenceable capabilities in tackling Cyber Safety 
for children (see further recommendations below); and 

 Federal Government can provide common frameworks and 
support to State based and Independent and Catholic school 
bodies. This can include legal frameworks and communications 
tools to ensure adherence to the standards.18 

19.26 Symantec Corporation emphasised that schools need ‘qualified, 
independent advice and a blueprint to show best to address the issues’.19 
The importance of appropriate support in schools was discussed by the 
Australian Psychological Society:  

 

18  Netbox Blue, Submission 17, p. 5. 
19  Mr Craig Scroggie, Vice President and Managing Director, Asia Pacific Region, Symantec 

Corporation, Transcript of Evidence, 8 July 2010, p. CS2. 
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teachers are less confident in addressing cyber-bullying compared 
to other forms of bullying, and that “young people reported losing 
faith in reporting bullying behaviour because some teachers and 
other adults are not taking action or not recognising covert 
bullying as bullying when they see it or when it is reported, 
especially via cyber means”. Staff training, positive classroom 
management, resources and support for development of 
appropriate strategies, principal commitment, and 
reconciliation/restorative techniques are all important as part of 
teacher engagement in cyber-safety.20 

19.27 Schools could be encouraged to more easily adopt available solutions if 
there was a central body to: 

• Provide advice and online collateral, papers, policies and best 
practice examples to schools; 

• Research and establish a clear set of standards to be achieved by 
school to demonstrated their fulfilment of their duty of care and to 
provide reassurance to all stakeholders that the school is ‘certified’; 

• Establish a national certification standard for schools (K to Year 12) 
across all sectors (Independent, Catholic and Public) in providing a 
cyber-safe environment for students; 

• Promote the program to all schools and encourage them via grants 
or other appropriate incentives to benefit from adherence to the 
Standards;  

• Then promote the program to all other stakeholders to provide 
reassurance that a National Standard is in place and that their school 
has (ideally) met the criteria; and 

• Establish an ongoing review of the Standards and an annual re-
accreditation to ensure ongoing compliance and communications to 
each new student intake.21 

Effectiveness of education programs 
19.28 Research into bullying and cyber-bullying appears to show that, although 

it is prevalent, it is not the behavioural ‘norm’. Promoting socially 

 

20  Australian Psychological Society, Submission 90, p. 18. 
21  Netbox Blue, Submission 17, pp. 4-5. 
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acceptable behaviour is a more effective strategy than using scare tactics.22 
Quite often: 

presentations about cybersafety are quite scary and are very 
didactic, saying: ‘This is what you shouldn’t do; these are the 
risks.’ It scares the parents and it scares the children. Engage 
parents about all the positive, wonderful things that their children 
can learn from technology but tell them about the normal things 
that you should do to keep yourself safe. It is really important how 
you engage children and parents.23 

19.29 It was argued that there has been too much of a focus on technology and 
not enough on the decisions being made to enhance lives. A study in 2007 
indicated that cyber-bullying is a behavioural problem, not a technological 
problem. Therefore, the Alannah and Madeline Foundation and other 
participants support the view that responses are best focused on 
behavioural change in the school and beyond.24 

19.30 Inspire Foundation commented that: 

peer education and discussion oriented approach was particularly 
effective in engaging young people during the workshops. During 
formative/consultative discussions, young people expressed 
feeling that existing Internet Safety programs and resources were 
unrealistic, boring or ‘talked down’ to young people about risks 
that they were already very aware of ... One young person 
remarked that hearing their peers challenge attitudes and beliefs 
about online risks was much more credible than hearing about it 
from adults who she exclaimed ‘don’t know anything about what 
we do on the net’. The role of peer education in addressing cyber 
safety is therefore important in ensuring the measures advocated 
appear credible and reasonable in light of the integral role 
technology plays in young people’s lives.25 

Educational resources 
19.31 Ms Robyn Treyvaud made the point that, in a web search for teacher 

resources for cyber-safety, there will be 3 million hits which makes it 
 

22  Australian Parents’ Council, Submission 10, p. 3. 
23  Dr Judith Slocombe, Chief Executive Officer, Alannah and Madeline Foundation, Transcript of 

Evidence, 11 June 2010, p. 44. 
24  Dr Julian Dooley, Transcript of Evidence 11 June 2010, p. CS5; Ms Robyn Treyvaud, Founder, 

Cyber Safe Kids, Transcript of Evidence, 9 December 2010, p. CS35; Alannah and Madeline 
Foundation, Submission 22, p. 19.  

25  Inspire Foundation, Submission 3, pp. 9-10. 
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difficult to determine the most appropriate resource.26 The Stride 
Foundation added that: 

We need to work with schools, young people, parents and 
industry. We need to get to everyone and we need to pull that 
together. We need to make it simple. Sometimes, particularly 
dealing with parents and teachers, it has become very 
complicated. If we create a simple message that everyone is 
following and endorsing then I really believe that we will get 
cultural change and we will reduce the incidence of the harmful 
effects of cybersafety in our schools and on young people.27 

19.32 The Association of Principals of Catholic Secondary Schools highlighted 
the need for ‘relevant authorities to develop high quality online updated 
educational resources for parents and teachers to access, so to keep pace 
with the ongoing rapid changes that are part of the online environment’.28 

19.33 Ms Candice Jansz commented: 

The ability to access detailed resources on cyber-safety and any 
related Australian helplines or regulatory bodies via one 
comprehensive government-hosted online portal is strongly 
advisable, particularly for individuals who are not familiar with 
the internet and online social networks. A simple, well publicised 
web address, (i.e. Cybersafety.gov.au) would ensure it is easily 
remembered, and as such is accessed without difficulty when 
required.29 

19.34 Dr Helen McGrath suggested that:  

it would be really good for the institutes of teaching, which set the 
criteria and standards for the teaching profession, to get together 
to discuss at some point whether or not cybersafety should be a 
mandatory aspect of preservice education.30 

19.35 The Australian Covert Bullying Prevalence Study suggested the 
establishment of an Australian Council for Bullying Prevention, reporting 
to the Prime Minister and chaired by the Department of Education, 

26  Ms Robyn Treyvaud, Founder, Cyber Safe Kids, Transcript of Evidence, 9 December 2010, 
p. CS32. 

27  Miss Kelly Vennus, Program and Training Manager, Stride Foundation Ltd, Transcript of 
Evidence, 9 December 2011, p. CS18. 

28  Association of Principals of Catholic Secondary Schools, Submission 27, p. 1. 
29  Ms Candice Jansz, Submission 44, p. 7. 
30  Dr Helen McGrath, School of Education, Faculty of Arts and Education, Deakin University, 

Transcript of Evidence, 30 June 2010, p. CS33. 
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Employment and Workplace Relations, to lead the review of the National 
Safe Schools Framework and the concurrent development of a strategy. 
Such a council could facilitate a ‘sustainable joined-up-Government 
structures (including education, health, community development, and 
justice) and approaches to deliver key reforms’. It is more appropriate to 
utilise and existing governmental structure rather than to add another 
body to seek to improve cyber-safety in the online environment. In part, 
the proposal to create an online ombudsman was not supported for this 
reason, and because of concerns about jurisdictional issues.31 

19.36 Roar Educate made the point that there needed to be a central repository 
of resources for teachers to address the current ‘turf warfare’.32  

 

Recommendation 29 

 That the Minister for Broadband, Communications and the Digital 
Economy facilitate a cooperative approach to ensure all material 
provided on cyber-safety programs is accessible through a central portal, 
and that a national education campaign be designed and implemented 
to publicise this portal, especially to young people. 

 Research 
19.37 The need for more research-based evidence to improve cyber-safety for 

young people was repeated constantly during this Inquiry. It is 
‘imperative’ that research be undertaken to provide a credible base for 
future policy, derived from Australian evidence rather than relying on 
international studies. There was ‘a central role’ for Government support 
for such research.33 The Queensland Catholic Education Commission also 
considered that ‘some sort of a clearing house would be very useful’.34 The 
Australian Institute of Criminology argued that: 

there is a continuing need for national prevalence level research in 
Australia to determine the scope of the problem and, in particular, 
the impact on individual victims. Often the research does not 

 

31  D Cross et al, 2009, Australian Covert Bullying Prevalence Study, May 2009, Child Health 
Promotion Research Centre, Edith Cowan University. 

32  Mr Craig Dow Sainter, Managing Director, Roar Educate, Transcript of Evidence, 20 April 2011, 
p. CS26. 

33  Internet Industry Association, Submission 88, p. 6. 
34  Mr Michael Wilkinson, Executive Secretary, Queensland Catholic Education Commission, 

Transcript of Evidence, 17 March 2011, p. CS29. 
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really investigate in a qualitative way the experience of the 
victims.35 

19.38 The Australian University Cyberbullying Research Alliance suggested the: 

establishment of a national and international university 
cyberbullying research alliance for informing policy and 
sustainability in cyberbullying intervention.36 

19.39 A concern was raised about current cyber-safety programs and initiatives, 
but that it is not clear how many of them have been appropriately 
evaluated and accredited.37 Dr Julian Dooley believed that many existing 
cyber-safety programs are based on uncertain research.38 The Australian 
Federal Police (AFP) added that: 

a number of issues that go to overall effectiveness. The fact is that 
many of the programs that do exist were developed quite quickly 
and although coordination and consultation was a consideration at 
the time there is perhaps more that can be done in relation to those 
aspects, and this should include scanning for best and better 
practices that would enable optimal use of finite resources and 
commitment. The AFP questions whether there is a sound base for 
determining longitudinal effectiveness and evidence of actual 
behavioural change. The AFP questions whether governments, 
law enforcement agencies and other stakeholder organisations and 
communities generally are making the necessary linkages between 
cybersafety and the wider suite of antisocial behaviours that 
confront society.39 

19.40 Yahoo!7 also saw research as vital and a number one priority: 

We have a paucity of research in Australia about what risks 
Australian children are facing online and what measures 
Australian parents are taking to help manage those risks today. I 
actually believe that that research should be the foundation upon 
which an education program is developed, and I support Mr 
Scroggie’s call for a mandatory curriculum around cybersafety. I 
think that that research would also inform the technological tools 

 

35  Dr Russell Smith, Principal Criminologist, Manager, Global Economic and Electronic Crime 
Program, Australian Institute of Criminology, Transcript of Evidence, 24 March 2011, p. CS24. 

36  Australian University Cyberbullying Research Alliance, Submission 62, p. 22. 
37  Australian Secondary Principal’s Association, Submission 33, p. 3. 
38  Dr Julian Dooley, Transcript of Evidence, 11 June 2010, p. CS6. 
39  Superintendent Bradley Shallies, National Coordinator Child Protection Operations, 

Australian Federal Police, Transcript of Evidence, 11 June 2010, p. CS8. 
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that are available and that are developed in response to that 
research.40 

19.41 Internode also called for some perspective: 

There is really no sense of perspective on the challenge: a whole 
pile of threats are lumped on one end of the table with an equal 
rating or weighting and a whole pile of potential solutions are 
dumped on the other end of the table with no real assessment of 
whether they are going to be effective.41 

19.42 It is inadequate only to address cyber-bullying, as any initiative must 
attack the overall issue of cyber-safety. To be effective, there must be 
global, long term, researched, funded national cyber-safety program, 
following from appropriate research. beyondblue suggested that research 
is needed to identify effective intervention strategies in relation to 
prevention and raising of awareness.42 The Australian Secondary 
Principals’ Association commented: 

There is currently an absence of systemic and ongoing survey data 
from this context, showing trends, successfulness of intervention 
programs, victim restoration and perpetrator rehabilitation. A shift 
in approach is needed to uncover the size and dimensions of the 
problem and how it changes over time. Such research will inform 
and direct prevention strategies.43 

19.43 The Australian Covert Bullying Prevalence Study also called for the 
facilitation of: 

sustainable longitudinal research to investigate the developmental 
trajectory, causes, protective factors, social and economic costs, 
societal and cultural influences, and identify the windows of 
opportunity for bullying prevention and intervention.44  

19.44 The Australian University Cyberbullying Research Alliance supported the 
need for: 

longitudinal, multi-disciplinary, cross cultural research into 
cyberbullying and cyber-safety practices be initiated and be 

40  Ms Samantha Yorke, Legal Director, Yahoo!7 Australian and New Zealand, Transcript of 
Evidence, 8 July 2010, p. CS23. 

41  Mr John Lindsay, General Manager, Regulatory and Corporate Affairs, Internode, Transcript of 
Evidence, 8 July 2010, p. CS6. 

42  beyondblue, Submission 5, p. 3. 
43  Australian Secondary Principal’s Association, Submission 33, p. 3. 
44  D Cross et al, 2009, Australian Covert Bullying Prevalence Study, May 2009, Child Health 

Promotion Research Centre, Edith Cowan University. 
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ongoing to register changes in nature and prevalence across time, 
technological environments and location45 

19.45 The Australian Covert Bullying Prevalence Study supported: 

applied intervention research to determine the impact of 
promising strategies to reduce bullying, including cyber bullying, 
that protect and support those involved, promote healthy 
relationships, reduce perpetration of bullying, and change the 
circumstances and conditions (individual, relationship, society, 
structural) that give rise to bullying.46 

19.46 Further, beyondblue emphasised that there needs to be a system to: 

Develop, promote and share “what works” protective mechanisms 
and information for young people in easy to understand language 
and relevant mediums broad based and free to access, including 
through IT / social media i.e. via facebook, twitter, YouTube.47 

19.47 Sexting is another area where further research is needed to understand 
motives behind this behaviour, and to develop effective intervention 
strategies to ensure that young people are aware of the potential legal 
sanctions.48 

19.48 BoysTown raised the issue of research needed in relation to the lack of 
knowledge about the extent to which young people are targeted because 
of their religious or cultural backgrounds; 

how do Indigenous children and young people use this 
technology? We know they do use that; we know they use that for 
traditional purposes and cultural purposes. We want to look at the 
whole issue around help-seeking by Indigenous young people and 
how they use technology to do that. Again, it is an area that has 
not been studied much in Australia.49 

19.49 These submission have highlight a broad range of research areas requiring 
further work, Further, the Australian Secondary Principals’ Association 
called for a national centre for cybersafety: 

45  Australian University Cyberbullying Research Alliance, Submission 62, p. 11. 
46  D Cross et al, Australian Covert Bullying Prevalence Study, May 2009, Child Health Promotion 

Research Centre, Edith Cowan University. 
47  beyondblue, Submission 5, p. 3. 
48  Ms Megan Price, Senior Research Officer, BoysTown, Transcript of Evidence, 17 March 2011, p. 

CS19. 
49  Mr John Dalgleish, Manager, Strategy and Research, BoysTown, Transcript of Evidence, 17 

March 2011, p. CS19. 
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there needs to be something where all this research is brought 
together. At the moment, for us in schools, when we want to teach 
students about cybersafety, we go to our local state department—
state jurisdiction—or we go searching on the net ourselves or 
researching. For teachers that is very time consuming, and we find 
it very frustrating. If there was a one-stop shop, you might want to 
call it, for us to be able to go to where the research has been done, 
the data has been collated, there have been educational people 
involved in developing programs and lessons and things like that, 
that teachers could download and use as an integrated part of 
their curriculum that would be an enormous benefit for teachers, 
because we just simply do not have time.50 

The role of the media 

19.50 It has been suggested that some cyber-safety issues have been created and 
sustained by the media. The consequences of ignorance or lapses of 
security online can be devastating, and therefore newsworthy. In some 
cases, they can include loss of life, with all the tragedy that this means and 
the heartbreak that it causes to those close to victims. 

19.51 Roar Educate believed that if bullying is still a problem, it is hardly 
surprising that cyber-bullying is an issue, but asserts that bullying of this 
kind is at least partly media-driven.51 Cyber-bullying is one of the risks in 
the online environment that has received considerable publicity.  

19.52 Ms Candice Jansz also referred to a ‘most prominently, extensive and 
pervasive media coverage concentrating solely on the negative effects of 
the internet as a whole, and more recently, online social networks in 
particular.’52 

19.53 The Youth Affairs Council of South Australia commented that: 

YACSA is also concerned with the often‐hysterical tone taken by 
the media when reporting on cyber‐safety issues. Such reporting 
can perpetuate the stereotype that young people are passive 
victims in the online environment, whereas anecdotal evidence 

 

50  Mr Norm Fuller, President, Queensland Secondary Principals Association, Transcript of 
Evidence, 17 March 2011, p. CS71. 

51  Roar Educate Submission 100, p. 6. 
52  Ms Candice Jansz, Submission 44, p. 5 
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suggests many young people are more technologically literate 
than their parents and other decision‐makers.53 

19.54 One young person expressed the view that: 

i believe cyber safety is getting worse when talked about it. Do 
you think it could stop being talked about on the news and 
advertised. Please many regards to make health and safety at ease. 
To stop this talk and make the world have better uses then cyber 
bullying and health and safety.54 

19.55 The approach taken by media outlets can significantly affect the impact of 
these events on public attitudes and it is important that a knowledgeable 
and responsible approach is taken. An approach that may assist young 
people would be to advertise ACMA’s Cybersmart website during news 
items relevant to cyber-safety, to enable young people experiencing 
difficulties to seek for the assistance they need. The Youth Affairs Council 
of South Australia suggested that while: 

it is difficult to say that there is scope for working with ‘the 
media’, but there is certainly scope to work with sympathetic 
media organisations to try to put across a view about these sorts of 
issues that is not hysterical and overly dramatic.55 

19.56 Development of a kit informing media outlets of cyber-safety risks and 
general issues would provide authoritative information and, perhaps, go 
some way to reducing sensational reporting.  

19.57 When cyber-safety stories are shown on television, it would be useful if a 
ribbon was added displaying the web address for the central portal 
containing information on cybersafety. 

Media advertising campaign 
19.58 Dr Helen McGrath suggested a campaign similar to the Quit anti-smoking 

campaign to reach parents/carers about cyber-safety56.  ninemsn 

53  Youth Affairs Council of South Australia, Submission 25, p. 2. 
54  Tiger, Submission 144, p. 1. 
55  Ms Anne Bainbridge, Executive Director, Youth Affairs Council of South Australia, Transcript 

of Evidence, 3 February 2011, p. CS30. 
56  Dr Helen McGrath, School of Education, Faculty of Arts and Education, Deakin University, 

Transcript of Evidence, 30 June 2010, p. CS33. 
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suggested a campaign similar to ‘Slip, Slop, Slap’ on the importance of 
parental engagement with this issue.57  

The slip slap slop campaign was not saying that the sun is bad; 
slip slap slop was saying, ‘When you are in the sun, you need to 
do this too.’ It was a positive message. That, I think, is what the 
slip slap slop argument was: trying to reach at either level—
parents or children—and spread a positive message in a catchy 
way for the target group.58 

19.59 The Australian Secondary Principals’ Association also supported:  

a major public campaign like we saw around some of the major 
public campaigns that we have had from the national government 
around things to do with sun safety and bits and pieces like that, 
would be of significant benefit in this.59 

19.60 The ACT Council of P&C Associations recommended that: 

the government introduces effective advertisement that 
increases awareness among children of online risks. Parents 
have advised Council that they would like to see advertising 
used in a similar fashion as the current drink responsibly and 
speeding ads on television. In addition, schools and the 
government should use case studies to effectively illustrate 
what can happen if a young person does not effectively protect 
themselves online.60 

19.61 The NSW Primary Principals’ Association stated that the Australian 
Government:  

needs to address current cyber-safety threats through the media to 
ensure all citizens are informed about the dangers. Citizens also 
need to be made aware of the punishments associated with 
committing such offences.61  

19.62 BraveHearts also called for a national television and radio campaign to 
raise awareness of Internet risks because there are now 45 percent of 
children accessing the Internet outside their homes.  

 

57  Ms Jennifer Duxbury, Director, Compliance, Regulatory and Corporate Affairs, ninemsn, 
Transcript of Evidence, 21 March 2011, p. CS15. 

58  Dr Roger Clarke, Transcript of Evidence, 21 March 2011, p. CS27. 
59  Mr Norm Fuller, President, Queensland Secondary Principals Association, Transcript of 

Evidence, 17 March 2011, p. CS75. 
60  ACT Council of P&C Associations, Submission 41, p. 10. 
61  NSW Primary Principals’ Association Inc, Submission 69, p. 3. 
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We are confident that through quick infomercials, aimed at kids 
and adults, accurate and useful information delivered in a simple, 
easy to understand, engaging and informative way will work.62 

19.63 BraveHearts drew a parallel with Mr John Schluter’s environmental 
minutes, explaining that:  

where you get these great bits of information and this tiny little 
window that is 30 seconds or so where you go, ‘Wow! I didn’t 
know that.’ If we could start feeding the general community little 
bits of information, just bite-sized chunks that they can consume 
without exposing how little they know, then we could start to 
empower both the parents and the kids, the general community, 
about an issue that they can discuss. I could see that absolutely 
starting a discussion around the lounge room between the parents 
and children saying, ‘I didn’t know that. Did you know that?’63 

19.64 The Committee has already recommended the establishment of a central 
portal on which a range of cyber-safety material should be displayed. 
Once this is established, it will be a reference point, not least in media 
campaigns. 

 Industry cooperation 

Reporting mechanisms 
19.65 When problems occur, many users are not able to discover how problems 

can be resolved, or to whom they can complain. It is difficult to contact 
Facebook, although this may improve with the appointment of a 
representative in this country. 

19.66 Simple measures can be taken which would assist users in the online 
environment, especially when they are seeking help or information. 

 

62  BraveHearts, Submission 34, pp. 4-5. 
63  Ms Hetty Johnston, Founder and Executive Director, BraveHearts, Transcript of Evidence, 

17 March 2011, p. CS40. 
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Recommendation 30 

 That the Minister for Broadband, Communications and the Digital 
Economy encourages industry including the Internet Industry 
Association, to enhance the accessibility to assistance or complaints 
mechanisms on social networking sites; and develop a process that will 
allow people who have made complaints to receive prompt advice about 
actions that have been taken to resolve the matter, including the reasons 
why no action was taken. 

Take down notices 
19.67 The ACT Council of P&C Associations added that ‘owners of websites’ 

should be urged: 

to introduce additional safety measures to protect children. For 
example, while only the page creators on facebook can delete a 
post made by a member of a group, the government should 
pressure sites like facebook to automatically hide comments by 
users if there are a number of “dislikes”. The government has 
limited power in relation to patrolling the internet and therefore it 
should take a moral stance rather than using funds to establish an 
online ombudsman whose role will be mostly ineffective.64 

19.68 Dr Helen McGrath emphasised that: 

I would like to see some kind of seriously strong recommendation 
made that all of those service providers respond more rapidly to 
requests that are demonstrably genuine to remove content which 
is extremely distressing. They are very slow at the moment. If you 
are lucky, you might get it down in four weeks. 65  

19.69 The Australian Institute of Criminology commented that: 

Australia could seek to play a greater role in international co-
operation on take down notices for child sexual abuse sites. A 
study by Cambridge University compared times taken to take 
down different forms of content. It was found that Phishing sites 
and sites which threaten banks’ commercial interests are taken 
down very quickly. The child abuse sites are by contrast likely to 
stay up for many weeks due to the complexities of the fact that 

 

64  ACT Council of P&C Associations, Submission 41, p. 12. 
65  Dr Helen McGrath, Senior Lecturer, Faculty of Education, Deakin University, Transcript of 

Evidence, 30 June 2010, p. CS33. 
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different jurisdictions do not work together effectively, and reports 
are routed via local law enforcement which may not prioritise the 
issue or be properly trained to deal with it.66 

19.70 Evidence suggested that another area of concern was that, after lodging a 
request to have information taken down, all a complainant could do was 
to wait to see if the offending material disappeared. It is by no means 
certain that any notice will be taken of complaints. Once a page was 
removed, it was common that another page was quickly created 
containing similar material. 

 

Recommendation 31 

 That the Minister for Broadband, Communications and the Digital 
Economy invite the Consultative Working Group on Cybersafety to 
negotiate protocols with overseas social networking sites to ensure that 
offensive material is taken down as soon as possible. 

19.71 The complaints-based process of ACMA has received increased reports 
about online child abuse and child sexual abuse material hosted overseas. 
A more central focused approach would enhance the operation of current 
and future structures. 

19.72 Because many of the offending sites are hosted overseas, they are not 
subject to Australian legislation. Thus, although it is not appropriate to 
make a recommendation in this area, the Committee believes that the 
sponsors of such sites should take note of and adhere to guidelines 
promulgated by ACMA. 

Point of sale 
19.73 It is important that adequate information is available to all those 

purchasing computers or mobile phones. The ACT Council of P&C 
Associations would like to see better service provision at the point of sale. 

The government should legislate for mobile phone providers to 
make it explicit for parents when signing new mobile phone 
contracts or allowing access to the iTunes store on a child’s iPod 
that their child will have access to the internet on these devices. 

 

66  Uniting Church in Australia, Synod of Victoria and Tasmania, Submission 93, p. 5. 
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Parents have indicated to Council that at times they have been 
unaware that their child was provided access to the internet on 
their mobile phone or iPod. While they may have signed a 
contract with service providers, the provision of internet was 
not made explicit. Council recommends that the government 
legislates that providers have an explicit, opt-in system, rather 
than opt-out for providing the internet on mobile phones for 
children 18 years or younger and that internet access for minors 
on mobile phones and iPods only be allowed with parental 
approval.67 

19.74 In complaints to the Telecommunications Industry Ombudsman, some 
people referred to inadequate advice at the point of sale.68  

Health and wellbeing 
19.75 The Centre for Adolescent Health emphasised the positive impact of new 

technologies enabling young people to access advice on health and 
wellbeing: 

young people can be a bit wary of approaching professionals if 
they need help; however, the internet opens up a whole range of 
possibilities for them in terms of actually seeking help.69 

19.76 The Australian Psychological Society agreed: 

They are also useful tools for specific kinds of young people. For 
example, young people with Asperger’s syndrome or with social 
phobia, whose social lives face to face are perhaps a little more 
limited or more challenging, can use these tools to enhance their 
social connections.70 

19.77 BoysTown noted that in situations where young people are in crisis the 
mobile phone may be the only avenue they have to seek assistance. It 
would like to see assistance with the cost of these calls to ensure that a lack 
of credit will not prevent a young person getting the assistance they seek.71 

67  ACT Council of P&C Associations, Submission 41, p. 13. 
68  Telecommunications Industry Ombudsman, Submission 46, p. 4. 
69  Associate Professor Sheryl Hemphill, Senior Research Fellow, Murdoch Children’s Research 

Institute, Transcript of Evidence, 9 December 2011, p. CS23. 
70  Dr Helen McGrath, Psychologist, Australian Psychological Society, Transcript of Evidence, 9 

December 2010, p. CS58. 
71  Ms Tracy Adams, Chief Executive, BoysTown; Mr John Dalgleish, Manager, Strategy and 

Research BoysTown, Transcript of Evidence, 17 March 2011, pp. 11-12. 
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Prevention strategies 

19.78 The appropriateness of educational strategies was often raised during this 
Inquiry: 

Indeed, Murray-Harvey and Slee (in preparation) found that 
strategies rated as effective by adults are not generally used by 
young people e.g. talk to a professional at school; use the school 
anti-bullying policy. Instead, young people prefer to use 
strategies rated as ineffective by experts: e.g. wishing for a 
miracle; hoping it will stop; taking it out on others; using drugs 
to feel better; pretend to be cheerful. Pre-service teachers in this 
study were advocating advice and strategies which young 
people do not use. This discrepancy is a problem that needs 
addressing.72 

19.79 Roar Educate commented that: 

Technology is now available where students can be assessed 
against benchmarks for cyber-safety and the data base can be 
interrogated on a single student basis, an issue basis or 
professional development. This enable students who are not 
getting the message to be identified earlier ...  The students are 
assessed against benchmarks. Their progress and results are 
reported to teachers, either in individual or aggregated format. It 
is reported to the parents to stimulate parent engagement about 
where their children are at and whether they are actually 
understanding the issues and responsible use. It also can be used 
by the principal to gauge not just where their school is at in terms 
of becoming the eSmart school, but also how many of their 
teachers and students have actually gone through this 
development.73 

19.80 The assessment against benchmarks can also be reported to 
parents/carers: 

The holy grail that we are noticing in the UK is where the head 
teacher or principal in the UK of a government school is the legal 
entity; it is actually getting parents to take some responsibility. The 
vast majority of cyberincidents that actually take place take place 
using private or home based technologies, whether they be mobile 

 

72  The Australian University Cyberbullying Research Alliance, Submission 62, p. 25. 
73  Mr Craig Dow Sainter, Managing Director, Roar Educate, Transcript of Evidence, 20 April 2011, 

pp. CS19- 20. 
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phones or the brother’s, sister’s, their own or their parents’, 
computer in the house, yet the social connections are those made 
at the school.74  

19.81 Another area of possible improvement is the acceptable use agreements. 
Netbox Blue called for: 

the creation of an up-to-date policy for all internet, social media 
and mobile device use, both inside and outside the school, needs 
to be implemented by each school. This must include clear 
consequences for inappropriate actions and it must be kept up to 
date and regularly communicated to all stakeholders, which 
obviously includes students, teachers, parents and carers.75 

19.82 This also provides an opportunity for a nationally consistent approach. 

Input from young people 
19.83 As discussed in the previous chapter, it is paramount that the voice of 

young people be heard. 

That students and young people from diverse and inclusive 
communities be encouraged to actively contribute their voice to 
inform and shape policies and practices which are age-
appropriate, concerning cyberbullying and cyber-safety 
strategies.76 

19.84 To encourage input from young people, appropriate strategies need to be 
developed.  One suggestion to learn more about the experience of young 
people was creation of: 

A practical education campaign where teens can see examples of 
the consequences that their actions may lead to. This could involve 
young people who have actually had to handle negative 
consequences from their actions online. A Facebook page or 
website could be created where teens describe the worst thing that 
has happened to them either because of mobile phone photos or 
social media postings. 77 

19.85 Another suggestions was: 

 

74  Mr Craig Dow Sainter, Managing Director, Roar Educate, Transcript of Evidence, 20 April 2011, 
pp. CS21-22. 

75  Mr John Fison, Chairman, Netbox Blue, Transcript of Evidence, 17 March 2011, p. CS48. 
76  Australian University Cyberbullying Research Alliance, Submission 62, p. 29. 
77  Mr Nick Abrahams and Ms Ju Young Lee, Submission 66, p. 3. 
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the creation of a list of short and memorable questions that teens 
should ask when being asked for personal information would also 
be useful e.g:  

 Why do you want it? 
 What are you going to do with it?78 

19.86 A number of students participating in the Committee’s Are you safe? 
survey explained the effect of having a police officer able to locate a young 
girl’s address from the information of her profile in just four clicks. 
Students can benefit from practical demonstrations of the consequences of 
placing too much personal information online. 

19.87 The Australian Psychological Society added that: 

In the light of young people being aware of emerging technologies 
(keeping pace with changes), and of their potential roles in 
witnessing and intervening in cyber-safety threats (such as cyber-
bullying) among their peers, peer education and intervention 
programs should be developed and adequately resourced as a key 
part of any cyber-safety initiative.79 

Seeking help online 

Young people 
19.88 Mr Stewart Healley suggested the establishment of a National 

Cyberbullying 24 hour/seven days per week Hotline.80 This would 
complement the existing Cyber-safety Help Button. Kids Helpline also 
provides counselling service. One option is a possibility of directing these 
calls to an existing service such as Kids Helpline, provided that 
appropriate funding is provided.  

19.89 BoysTown suggested that: 

The Australian Government could assist young people to identify 
credible online information by introducing a national accreditation 
scheme. Australian websites providing information on health and 
social issues impacting on children and young people could 
voluntarily seek accreditation with a National Board. Accredited 

 

78  Mr Nick Abrahams and Ms Ju Young Lee, Submission 66, p. 3. 
79  Australian Psychological Society, Submission 90, p. 3. 
80  Mr Stewart Healley, Submission 136, p. 20. 
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organisations would be recognised by a logo similar to that used 
by the Heart Foundation and similar organisations.81 

19.90 It added that: 

following the introduction of a National Accreditation Scheme, the 
Australian Government instigates a communication and 
marketing campaign to promote awareness of accredited online 
services among young people and their parents/carers.82 

Parents/carers 
19.91 Parentline services are available in all Australian States and Territories 

which could assist in additional awareness promotion if adequately 
resourced. BoysTown therefore suggested that: 

the Australian Government enter into discussions with Parentlines 
to develop strategies that will increase their capacity to support 
parents and carers in relation to online risks that impact children 
and young people.83  

Law enforcement  

National cyber-crime coordination centre 
19.92  Google Australian & New Zealand argued that there was a need for a 

national body to investigate, advocate and act on cyber-safety issues.  

Cooperation with law enforcement to combat child exploitation. 
Google cooperates with child safety investigations, and has a legal 
team devoted to this effort 24 hours a day, 7 days a week. We 
respond to thousands of law enforcement requests for assistance, 
and hundreds of subpoenas, each year. We also provide training 
and technical assistance to law enforcement officials investigating 
online crimes against children through forums such as the Internet 
Crimes Against Children National Conference and the Virtual 
Global Taskforce.84 

19.93 The South Australian and the Western Australia Police drew attention the 
need for greater coordination of available resources between agencies to 

 

81  BoysTown, Submission 29, p.16. 
82  BoysTown, Submission 29, p.16. 
83  BoysTown, Submission 29, p.17. 
84  Google Australia & New Zealand, Submission 13, p. 3. 
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deal with cyber-safety issues. The WA Police referred to fragmentation of 
agencies across Australia, and within agencies themselves.85 

19.94 The South Australian Police referred to international trends in cyber- 
crime: 

The United Kingdom, United States of America and New Zealand 
have implemented centralised cyber crime reporting facilities. The 
roll out of the National Broadband Network (NBN) and the 
imminent participation of Australia in the European Convention 
on Cybercrime provides a timely opportunity for Australia to 
improve the coordination of all cybercrime security and safety 
activities through establishing a National Cyber Crime 
Coordination Centre.86 

19.95 It listed the possible features of such a cyber-crime centre, with units 
dealing with reporting, prevention and training, and one focusing on 
relations with offshore organisations. It would have to be funded by the 
Commonwealth, and amalgamate some services currently provided by 
State/Territory law enforcement, the AFP, ACMA, the Australian Crime 
Commission, the Tax Office and other Federal agencies.87 

Timeliness of information 
19.96 The timeliness of responses can sometimes be a problem. For example, 

evidence about child exploration needs to be quarantined and Facebook’s 
quick response in taking down inappropriate material can actually impede 
investigations.88 The Australian Institute of Criminology called for a 
review of the mutual legal assistance treaties relevant to transnational 
police investigations.89  

19.97 The Committee also received evidence from a number of industry players 
on the difficulty of getting police assistance when they report significant 
incidents.90 There is a need for greater cooperation, therefore, from law 
enforcement bodies. 

 

85  Western Australia Police, Supplementary Submission 78.1, p. 1.   
86  South Australia Police, Supplementary Submission 86.1, p. 2. 
87  South Australia Police, Supplementary Submission 86.1, p. 3. 
88  Commander Grant Edwards, Acting National Manager, High Tech Crime Operations, 

Australian Federal Police, Transcript of Evidence, 24 March 2011, p. CS7. 
89  Dr Russell Smith, Principal Criminologist,  Manager, Global Economic and Electronic Crime 

Program, Australian Institute of Criminology, Transcript of Evidence, 24 March 2011, p. CS9. 
90  Mr John Lindsay, General Manager, Regulatory and Corporate Affairs, Internode, Transcript of 

Evidence, 8 July 2010, p. CS6; Ms Samantha Yorke, Legal Director, Yahoo!7, Transcript of 
Evidence, 8 July 2010, p. CS10. 
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Costs for law enforcement agencies  
19.98 Costs imposed by service providers on law enforcement agencies 

requesting information about online accounts can make it difficult for 
investigations to proceed. Mr Stewart Healley suggested that the 
Australian Government: 

provide the necessary resources, support and funding to cover 
AFP and State Police for request of Account Details from Service 
Providers, who currently charge a substantial fee for requests by 
Police for Account Details in non life threatening incidents, under 
current Legislative conditions of “Cost Recovery” 91 

19.99 The AFP also drew attention to the costs involved: 

Legal mechanisms for compelling CSPs to remove content are 
limited, and are unlikely to succeed due to the costly and lengthy 
process involved. Even where a legal remedy was successful, it 
would likely be detrimental to the AFP's future relationships with 
that CSP where assistance of an even more critical nature is 
required.92 

 

Recommendation 32 

 That the relevant Ministers in consultation with service providers 
consider how costs may be reduced for law enforcement agencies 
collecting evidence against online offenders. 

19.100 Throughout this Inquiry, the Committee sought to understand better the 
views and concerns of young people in the online environment. 
Recommendations have addressed ways of involving parents/carers more 
effectively in promoting good cyber-ethics and practices.  While industry 
and not-for-profit organisations have made significant contributions to 
cyber-safety for the whole community, there needs to be greater 
coordination of their efforts. Underpinning many Recommendations is the 
need for a cooperative national approach to all aspects of cyber-safety. 

19.101 The Committee is confident that, if its Recommendations are adopted, the 
safety of young Australians when online can be improved, especially if 
their knowledge and capacities are harnessed. 

 

91  Mr Stewart Healley, Submission 136, pp. 20-21. 
92  Australian Federal Police, Submission 64, p. 19. 
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Appendix A — Submissions 

 

1 Australian Communications Consumer Action Network 

2 Yahoo!7 

2.1 Yahoo!7 

2.2 Yahoo!7 

3 Inspire Foundation 

4 Armorlog International Ltd 

4.1 Armorlog International Ltd 

5 beyondblue 

6 Stride Foundation Ltd 

7 CyberValues.Org 

8 Catholic Education Office, Archdiocese of Canberra and Goulburn 

9 South Australian Commission for Catholic Schools 

10 Australian Parents Council Inc. 

11 Australian Education Union 

12 Safer Internet Group 

13 Google Australia Pty Ltd 

14 Telstra Corporation Ltd 

15 Mr Mark Newton 

16 Australian Library and Information Association 
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17 Netbox Blue Pty Ltd 

18 Childnet International 

19 Association of Independent Schools of South Australia 

20 Australian Council for Education Research 

21 Queensland Teachers' Union 

22 Alannah and Madeline Foundation 

23 Civil Liberties Australia 

24 Catholic Education Office of W.A. 

25 Youth Affairs Council of South Australia 

25.1 Youth Affairs Council of South Australia 

26 Tutoring Australasia Pty Ltd 

27 Association of Principals of Catholic Secondary Schools 

28 Australian Youth Affairs Coalition 

29 BoysTown 

30 Victorian Office of the Child Safety Commissioner 

31 Centre for Children and Young People 

32 NSW Secondary Principals' Council 

33 Queensland Secondary Principals Association 

34 BraveHearts Inc 

35 Association of Children's Welfare Agencies 

36 Australian Direct Marketing Association 

37 The Brainary 

38 Family Online Safety Institute 

39 Australian Institute of Family Studies 

40 Mr Johann Trevaskis 

41 ACT Council of P&C Associations Inc. 

42 Singtel Optus Pty Ltd 

43 NSW Parents Council Inc. 
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44 Ms Candice Jansz 

45 Australian Toy Association 

46 Telecommunications Industry Ombudsman 

47 Office of the Director of Public Prosecutions, NSW 

48 Peer Support Australia 

49 Commonwealth Director of Public Prosecutions 

50 Family Voice Australia 

51 Device Connections Pty Ltd 

52 Mental Health Council of Australia 

53 Australian and New Zealand Ombudsman Association 

54 Commissioner for Children and Young People WA 

54.1 Commissioner for Children and Young People WA 

55 Simon Fraser University 

56 Australian Institute of Criminology 

57 Commissioner for Children, Tasmania 

58 Attorney-General's Department 

58.1 Attorney-General's Department 

59 Office of the Victorian Privacy Commissioner 

60 Mr Bruce Arnold 

61 Privacy NSW 

62 Australian University Cyberbullying Research Alliance 

63 Communications Law Centre 

64 Australian Federal Police  

65 Western Australia Office of Commissioner for Police 

66 Mr Nick Abrahams and Ms Ju Young Lee 

67 Queensland Catholic Education Commission 

68 Associate Professor Karen Vered 

69 NSW Primary Principals’ Association Inc 
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70 Community Technology Centres Association 

71 System Administrators Guild of Australia 

72 Australian School Library Association Inc. 

73 New South Wales Teachers' Federation 

74 Council of Australian University Librarians 

75 Australian Council on Children and the Media 

76 Federation of Parents and Citizens' Associations of NSW 

77 Catholic Primary Principals' Association of WA 

78 Western Australia Office of Commissioner for Police 

78.1 Western Australia Office of Commissioner for Police 

79 Cancelled and accepted as Submission No 36 

80 Australian Communications and Media Authority 

81 Mr Paul Myers 

82 ACT Government 

82.1 ACT Government 

83 Australian Privacy Foundation 

84 Northern Territory Government 

85 Tasmania Police 

86 South Australia Police 

86.1 South Australia Police 

87 Microsoft Australia Pty Ltd. 

88 Internet Industry Association 

89 Timesavers International Pty Ltd 

90 The Australian Psychological Society 

91 ninemsn Pty Ltd 

92 Office of the Privacy Commissioner 

93 Uniting Church in Australia, Synod of Victoria and Tasmania 

93.1 Uniting Church in Australia, Synod of Victoria and Tasmania 
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93.2 Uniting Church in Australia, Synod of Victoria and Tasmania 

94 NSW Government 

95 Berry Street 

95.1 Berry Street 

96 Web Management InterActive Technologies Pty Ltd 

97 National Association for the Prevention of Child Abuse and Neglect 

98 South Australian Office for Youth 

99 Queensland Council of Parents and Citizens’ Associations Inc. 

100 Roar Educate 

101 iKeepSafe 

102 Brilliant Digital Entertainment Pty Ltd 

103 Name withheld 

104 Name withheld 

105 Mr Geordie Guy 

106 Name withheld 

107 Child Sexual Abuse Prevention Program 

108 Inspire International Research Institute 

109 Australian Customs and Border Protection Service 

110 Interactive Games & Entertainment Association 

111 Murdoch Children's Research Institute 

112 Victorian Government 

113 Australian Government's Consultative Working Group on CyberSafety 

114 Department of Education, United Kingdom 

115 WA Department of Education 

116 Mr Alex James 

117 Australian Mobile Telecommunications Associations 

118 Western Australia Government 

119 Australian Curriculum, Assessment and Reporting Authority 
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120 The Royal Australian & New Zealand College of Psychiatrists 

121 Australian Clearinghouse for Youth Studies 

122 Associate Professor Bjorn Landfeldt 

123 Dr Roger Clarke 

124 Australian Regional Media 

125 Association of Heads of Independent Schools of Australia 

126 Rachel 

127 headspace National Office 

128 The Australian Council for Computers in Education 

129 Nathan and James 

130 Name withheld 

131 Jodie 

132 Abbie 

133 Jedidiah 

134 Ms Annette Atkins 

135 Department of Education, Employment and Workplace Relations 

136 Mr Stewart Healley 

136.1 Mr Stewart Healley 

136.2 Mr Stewart Healley 

136.3 Mr Stewart Healley 

137 Australian Education Union Tasmanian Branch 

138 National Children's & Youth Law Centre 

139 Jayme 

140 Name withheld 

141 Vodafone Hutchison Australia 

142 Verity 

143 Parents Victoria Inc. 

144 Tiger 
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145 Lisa 

146 Vincent 

147 Baily 

148 Electronic Frontiers Australia Inc 

149 Australian Christian Lobby 

150 Department of Education, Employment and Workplace Relations 

151 Australian and New Zealand Policing Advisory Agency 

152 Catholic Education Office, Diocese of Wollongong 

152.1 Catholic Education Office, Diocese of Wollongong 
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Appendix B — Exhibits 

 

1 Australian Communications and Media Authority 
Online risk and safety in the digital economy: Third annual report to the Minister 
for Broadband, Communications and the Digital Economy on developments in 
internet filtering and other measures for promoting online safety 

2 Australian Communications and Media Authority 
Developments in internet filtering technologies and other measures for promoting 
online safety: Second Annual Report to the Minister for Broadband, 
Communications and the Digital Economy 

3 Australian Communications and Media Authority 
Developments in internet filtering technologies and other measures for promoting 
online safety: First Annual Report to the Minister for Broadband, 
Communications and the Digital Economy 

4 Australian Communications and Media Authority 
cyber[smart:]: Cybersafety Outreach, Professional development for educators 

5 Australian Communications and Media Authority 
cyber[smart:]: Cybersafety Outreach, Pre-service teacher pilot program 

6 Australian Communications and Media Authority 
cyber[smart:] 

7 SuperClubsPLUS 
SuperClubsPLUS, Its role in cybersafety education and learning in young 
children 

8 ArmorLog International Ltd 
A System To Secure User Login Credentials (Related to Submission No. 4) 
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9 Youthbeyondblue 
Youthbeyondblue Fact sheet 20, Bullying (Related to Submission No. 5) 

10 Youthbeyondblue 
Youthbeyondblue Fact sheet 23, Cyberbullying (Related to Submission No. 5) 

11 The Alannah and Madeline Foundation 
Navigating the maze: cybersafety and wellbeing solutions for schools 

12 Principals Australia 
Student Empowerment: Information book 

13 Stride Foundation Limited 
Cyber-Bullying: A youth empowerment and prevention program (Related to 
Submission No. 6) 

14 CyberValues.Org 
John Bellavance Community Involvement Profile (Related to Submission 
No. 7) 

15 ROAR Film Pty Ltd 
US Online Next Generation: Enabling ICT and Safeguarding for Contemporary 
Learning and Life (Related to Submission No. 100) 

16 iKeepSafe 
C3Matrix Digital Citizenship: A Companion to the Augmented Technology 
Literacy Standards for Students (Related to Submission No. 101) 

17 CONFIDENTIAL 

18 Jane Fae Ozimek 
The Register: Academics challenge moral consensus on sex and the net 

19 Department of Education, United Kingdom 
Safer Children in a Digital World: The Report of the Byron Review (Related to 
Submission No. 114) 

20 Department of Education, United Kingdom 
Do we have safer children in a digital world?: A review of progress since the 2008 
Byron Review (Related to Submission No. 114) 

21 UK Council for Child Internet Safety 
Click Clever Click Safe (Related to Submission No. 114) 

22 UK Council for Child Internet Safety  
Children’s online risks and safety (Related to Submission No. 114) 
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23 Australian Mobile Telecommunications Association 
Mobile phones and bulling: what you need to know to get the bullies off your back. 
(Related to Submission No. 117) 

24 Australian Mobile Telecommunications Association 
Bullying with Mobile Phones. Is your child a victim? What you can do to help. 
(Related to Submission No. 117) 

25 Australian Mobile Telecommunications Association 
Developing an acceptable use policy for mobile phones in your school (Related to 
Submission No. 117) 

26 Mr Clive Alsop 
The Menace of the Internet: An Australian Perspective 

27 Commissioner for Children and Young People, Western Australia 
Speaking out about wellbeing: The views of Western Australian children and 
young people (Related to Submission No. 54.1) 
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Appendix C — Witnesses 

Friday, 11 June 2010 - Melbourne 
Individuals 

 Dr Julian Dooley 

Australian Federal Police  

 Superintendent Bradley Shallies, National Coordinator Child Protection 
Operations 

Facebook Inc 

 Hon Mozelle Thompson, Chief Privacy Advisor 

Internet Industry Association 

 Mr Peter Coroneos, Chief Executive Officer 

Principals Australia 

 Mr Jeremy Hurley, Manager, National Education Agenda 

The Alannah and Madeline Foundation 

 Dr Judith  Slocombe, Chief Executive Officer 

University of South Australia 

 Dr Barbara Spears, Senior Lecturer, School of Education 

Youth Affairs Council of Victoria Inc. 

 Ms Georgie Ferrari, Chief Executive Officer 
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Wednesday, 30 June 2010 - Sydney 
Association of Parents and Friends of ACT Schools 

 Ms Kate  Lyttle, Executive Officer 

Australian Education Union 

 Ms Catherine Davis, Federal Women's Officer 

Deakin University 

 Dr Helen  McGrath, Senior Lecturer, Faculty of Education 

Federation of Parents and Citizens Associations of New South Wales 

 Ms Dianne Butland, Executive Member - State Council 

Independent Education Union of Australia 

 Mr Chris  Watt, Federal Secretary 

Queensland University of Technology 

 Associate Professor Marilyn Campbell, School of Learning and 
Professional Studies, Faculty of Education 

 
Thursday, 8 July 2010 - Melbourne 
Safer Internet Group 

 Mrs Sue Hutley, Executive Director, Australian Library and Information 
Association 

Internet Industry Association 

 Mr Peter Coroneos, Chief Executive Officer 

Internode Pty Ltd 

 Mr John Lindsay, General Manager Regulatory and Corporate Affairs 

Netbox Blue Pty Ltd 

 Mr John Pitcher, Director of Strategic Business Development 

Symantec Corporation 

 Mr Craig Scroggie, Vice President and Managing Director, Asia Pacific 
Region 
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Telstra Corporation Ltd 

 Mr Darren Kane, Director, Corporate Security & Investigations and 
Telstra's Officer of Internet Trust & Safety 

Yahoo!7 Australia and New Zealand 

 Ms Samantha Yorke, Acting General Counsel 

 

Thursday, 9 December 2010 - Melbourne 
Australian Council for Educational Research 

 Dr Paul Weldon, Research Fellow 

 Dr Gerald White, Principal Research Fellow 

Berry Street 

 Ms Sherree Limbrick, Director – Statewide Programs 

 Ms Lauren Oliver, Internal Consultant, Youth Empowerment and 
Participation 

beyondblue 

 Ms Michelle Noon, Program Manager - Youth 

Australian Psychological Society 

 Dr Helen McGrath, Psychologist 

FamilyVoice Australia 

 Mr Richard Egan, National Policy Officer 

Cyber Safe Kids 

 Ms Robyn Treyvaud, Founder 

Office of the Victorian Privacy Commissioner 

 Dr Anthony Bendall, Deputy Victorian Privacy Commissioner 

Privacy Victoria 

 Ms Helen  Versey, Privacy Commissioner 

Stride Foundation Limited 

 Ms Kelly Vennus, Program and Training Manager 
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Murdoch Children’s Research Institute 

 Associate Professor Sheryl Hemphill, Department of Paediatrics 

Victorian Office of the Child Safety Commissioner 

 Mr Bernie Geary OAM, Child Safety Commissioner 

 Ms Megan Scannell, Senior Project Manager 

 
Thursday, 3 February 2011 - Adelaide 
Association of Principals of Catholic Secondary Schools 

 Mr Philip Lewis, Chair 

Australian Council on Children and the Media 

Ms Barbara Biggins OAM, Hon CEO 

Ms Lesley-Anne Ey, Executive Committee Member 

Prof Elizabeth Handsley, President, Board Member and Chair of Executive 
Committee 

Carly Ryan Foundation Inc 

 Mr Daniel Orr, Editor and Committee Member 

 Ms Sonya Ryan, Director 

Catholic Education Office SA 

 Ms Mary Carmody, Senior Education Adviser, Learning and Student 
Wellbeing 

Department of Education and Children’s Services, South Australia 

 Mr Greg Cox, Senior Policy Officer, Student Wellbeing 

FamilyVoice Australia 

 Mr David d'Lima, South Australia State Officer 

 Mrs Roslyn Phillips, National Research Officer 

Flinders University 

 Associate Professor Karen Vered, Head, Department of Screen and Media 

Office for Youth, Attorney-General’s Department, South Australia 

 Mrs Tiffany Downing, Director 
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 Ms Suellen Priest, Policy and Programs Officer 

 Mrs Sandy Dawkins, Manager, Engagement and Wellbeing 

The Australian University Cyberbullying Research Alliance (AUCRA) 

Associate Professor Marilyn Campbell 

Prof Phillip Slee 

Dr Barbara Spears  

Youth Affairs Council of South Australia 

 Ms Anne Bainbridge, Executive Director 

 Mr Lucas de Boer, Project Officer 

 

Thursday, 3 March 2011 - Canberra 
Australian Communications and Media Authority 

 Ms Jonquil Ritter, Acting General Manager, Consumer, Content and 
Citizen Division 

 Ms Sharon Trotter, A/g Executive Manager, Security Safety and e-
Education Branch, Digital Economy Division 

 Ms Andree Wright, A/g General Manager, Content, Security, Safety and 
e-Education Branch, Digital Economy Division 

Department of Broadband, Communications and the Digital Economy 

 Mr Simon Cordina, Assistant Secretary, Cyber-Safety and Trade Branch, 
Digital Economy Strategy Division 

 Ms Deborah Masani, Manager, Cybersafety Programs, Cybersafety and 
Trade Branch 

 Mr Abul Rizvi, Deputy Secretary, Digital Economy & Services Group 

 Mr Richard Windeyer, First Assistant Secretary, Digital Economy Strategy 
Division 
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Thursday, 17 March 2011 - Brisbane 
Australian School Library Association Inc. 

Ms Karen Bonanno, Executive Officer 

Mrs Christine Kahl, Treasurer 

BoysTown 

 Ms Tracy Adams, Chief Executive Officer 

 Mr John Dalgleish, Manager, Strategy and Research 

 Ms Megan Price, Senior Research Officer 

Bravehearts Inc 

 Ms Hetty Johnston, Founder and Executive Director 

Brisbane Catholic Education 

 Ms Anita Smith, Senior Education Officer, Student Wellbeing, Learning 
And Teaching Services 

Department of Education and Training, Queensland 

Mr Michael O'Leary, Executive Director, Information And Technologies 
Branch, Web And Digital Delivery 

Ms Patrea Walton, Acting Deputy Director-General 

Device Connections Pty Ltd 

 Mr Geoffrey Sondergeld, Director 

Netbox Blue Pty Ltd 

 Mr John Fison, Chairman 

Queensland Catholic Education Commission 

 Mr Gavin Carmont, IT Manager 

 Mr Robert Knight, Executive Office, Education 

 Mr Michael Wilkinson, Executive Secretary 

Queensland Secondary Principals Association 

 Mr Norm Fuller, President 

 Mrs Julie Tabor, Executive Member 
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Queensland Teachers Union 

 Mr Mark Anghel, Assistant Secretary, Legal Services, Welfare 

System Administrators Guild of Australia's 

 Ms Donna Ashelford, President 

 Mr Burke Scheld, Executive Officer 

Web Management InterActive Technologies Pty Ltd 

 Mr James Collins, Managing Director 

 

Monday, 21 March 2011 - Canberra 
Individual 

 Dr Roger Clarke, Private capacity 

Facebook Inc 

 Hon Mozelle Thompson, Advisor Board and Policy Adviser 

Microsoft Australia Pty Ltd. 

 Mr Stuart Strathdee, Chief Security Advisor 

ninemsn Pty Ltd 

 Ms Jennifer Duxbury, Compliance, Regulatory and Corporate Affairs 
Director 

Yahoo!7 Australia and New Zealand 

 Ms Samantha Yorke, Legal Director, Asia Pacific Region 

 

Thursday, 24 March 2011 - Canberra 
Attorney General’s Department 

 Ms Sarah Chidgey, Assistant Secretary, Criminal Law and Law 
Enforcement Branch 

Australian Federal Police  

 Commander Grant Edwards, Acting National Manager, High Tech Crime 
Operations 

Australian Institute of Criminology 
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 Dr Russell Smith, Principal Criminologist, Manager, Global Economic and 
Electronic Crime Program 

University of Sydney 

 Associate Professor Bjorn Landfeldt, School of Information Technologies 

 

Wednesday, 20 April 2011 - Hobart 
Australian Parents Council Inc. 

 Mr Ian Dalton, Executive Director 

Department of Education Tasmania 

 Ms Liz Banks, Acting Deputy Secretary (Early Years and Schools) 

 Mr Trevor Hill, Director, Information Technology Services 

ROAR Educate Pty Ltd 

 Mr Craig Dow Sainter, Managing Director 

 Ms Melinda Standish, Education Writer 



 

D 
Appendix D – Survey Methodology 

The intention of the Committee’s Are you safe? survey was to gather the opinions 
and experiences of young people on the topics of cyber-safety, cyber-bullying and 
their strategies to mitigate online dangers. Other issues explored included who are 
the main support networks of young people, the rate of cyber-safety awareness 
and the types of information young people divulge online. The survey’s 
respondents also had valuable and numerous proposals as to how cyber-safety 
can be promoted and cyber-bullying reduced.  

A combined qualitative and quantitative approach was adopted. The online 
survey form included a series of set answers that respondents could choose from 
as well as a free text space for most questions. The Committee received almost 
60,000 comments from its total participants (33,751).  

The survey was advertised extensively. It was circulated to approximately 7,000 
primary and secondary schools throughout Australia. Senators and Members of 
Parliament were also contacted to request that they place a link to the survey on 
their websites, social networking profiles and in constituent newsletters. Similarly, 
submitters to the inquiry were contacted to promote the survey through their 
networks.  

Due to the target audience and subject-matter, the Committee realised that online 
advertising would be essential. Consequently, the survey was advertised on 
Facebook and Google following previous success with these sites. In addition to 
Committee-directed advertising, the survey was advertised online by industry 
leaders and on state governments as a result of the Committee’s continued 
engagement and outreach to these groups. These included Microsoft’s GovTech, 
Bravehearts, the Tasmanian Police and others. 
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Sample 

The analysis sample consisted of 33,751 self-selected and school-selected 
participants aged between 5 and 18 years of age. Self-selected participants were 
sourced from a series of online and printed media campaigns. Participants were 
also sourced as a result of the Committee’s invitation to some 7,000 schools around 
Australia.   

The majority of participants were aged between 10 and 15 years of age (80.7%). Of 
the total respondents that identified their gender, 53.2% were female and 46.8% 
were male.  

Content 

It was important to the Committee to hear from young Australians from a broad 
age group: 5 to 18 years of age. The breadth of this target group required the 
Committee to develop two streams that were age appropriate.  

The first stream was for children up to 12 years of age, and the second was for 
young people aged between 13 and 18 years of age. The two age groups mirror the 
national average age of primary school students and high school students 
respectively. To ensure their suitability, questions were framed in accessible 
language and developed in partnership with an external consultant with expertise 
in social research.   

The first, younger stream consisted of 16 to 18 quantitative questions of which 10 
had a supplementary qualitative question. Certain questions were omitted if 
respondents answered in the negative to earlier questions. Similarly, the older 
stream consisted of 22 to 24 web-based questions, with 13 qualitative questions. 
Again, questions were omitted if respondents answered earlier questions that 
would have made later questions redundant.  

The combination of both qualitative and quantitative questions allowed flexibility 
in the data collection as well as providing the survey’s young participants an 
opportunity to clarify their selections in quantitative questions. The qualitative 
questions also allowed the Committee to receive in-depth descriptions of 
experiences as well as suggestions directly from young people on how 
governments, industry, schools and parents might best tackle issues of cyber-
safety and cyber-bullying.  

Both streams asked questions about privacy, prevalence of cyber-safety concerns, 
awareness of resources and avenues of assistance, and existing education 
programs. Also included were questions specifically on cyber-bullying, including 
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its perceived frequency, motivations, how those involved responded, and 
methods for reducing its prevalence.   

Once the respondent completed the survey, they were invited to make further 
recommendations to the Committee. The Committee received 11 submissions as a 
result of this invitation.  

While responses to the survey were anonymous, respondents were asked to 
provide some basic demographic information (age and gender) to assist with the 
analysis of responses.  

Data analysis 

Due to the fact that many of the questions offered multiple responses, reported 
percentages often do not equal 100%. 

Some survey respondents did not provide details of their age and/or their gender. 
Where tables and graphs present data on either of these two particulars, the 
unstated figures are specifically identified (where appropriate) or discounted from 
the analysis.  

Importantly, the survey methodology relied on a degree of self-selection rather 
than strict cross-sectional population sampling. The survey was intended to be 
descriptive and findings should not be used to extrapolate to the general youth 
population. Furthermore, as responses to the survey were anonymous the 
authenticity of input cannot be guaranteed. 

Online Survey for 12 years and younger 

The survey for 12 years and younger included the following preamble: 

Are you 12 years or under? Please tell us how you stay safe online! 

Information you and your parents might want to know: 

The Australian Parliament is holding an inquiry into cyber-safety issues facing 
young Australians, and would like to hear your views. We are particularly 
interested in young Australian’s views about the dangers online including cyber-
bullying, stalking, identity theft and breaches of privacy.  

This survey will be completely anonymous and we will not know who you are. By 
clicking the link below, you will be taken to a secure survey website. 
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The information you give us will be used to tell the Commonwealth Parliament’s 
Joint Select Committee on Cyber-Safety about the experiences young people have 
with cyber-safety and cyber-bullying. It will also be used to help write the final 
report, which will contain recommendations to the Australian Government on 
what can be done about these issues. 

Questions for 12 years and younger 
1. Do you think that you are anonymous when you are online? 

 Yes  

 No 

2. What information about yourself is ok to put up on a webpage or over the 
internet that strangers might read? 

 Your name   
⇒ Yes / No / I don’t know 

 Your address  
⇒ Yes / No / I don’t know 

 Your telephone number   
⇒ Yes /No / I don’t know 

 Your age or birthday  
⇒ Yes / No / I don’t know 

 Bank account information about you or your family  
⇒ Yes / No / I don’t know 

 The school you attend   
⇒ Yes /No /I don’t know 

 Nude or semi-nude photos to others via text message or email  
⇒ Yes /No /I don’t know 

 If you are going on holiday   
⇒ Yes /No / I don’t know 

 Your passwords or email addresses  
⇒ Yes /No /I don’t know 

 Post photos of others without their permission    
⇒ Yes /No /I don’t know 
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Would you like to tell us more?  

 

3. Have you ever felt unsafe on the internet? 

 Yes 

 No 

Would you like to tell us more?  

 

4. Who do you feel you could talk to if you were worried about something 
you saw on the internet?  

 Your family 

 Your friends 

 Your teacher 

 The police 

 The administrators of the site 

 Talk to no one 

 Other [free text option] 

Is there anything more you would like to tell us? 

5. Does anyone in your family talk about how to stay safe when you are on 
the Internet?  

 Yes 

 No 

 

6. Are you about your safety when you are on the Internet?  

 Yes, I’m worried a lot 

 Yes I’m worried a bit 

 No, I’m not worried 
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7. Where did you learn about safety when using the Internet?  

 At school 

 Information on internet 

 From family 

 From friends 

 Never learnt about it 

 Other [free text option] 

 

8. What do you think can be done to make you safer online?  

 Talk about it more with family 

 Learn about it at school 

 Ask friends 

 More policing and enforcement 

 Tougher filtering of the Internet 

 Make public internet access such as libraries safer 

 Nothing, it is safe now 

Anything else that can be down to make it safer online? [free text option] 

 

DEFINITION GIVEN ON CYBER-BULLYING 

Cyber-bullying is when these things happen AGAIN AND AGAIN to someone 
who finds it hard to stop it from happening: 
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When you answer the next questions, please think about cyber-bullying in this 
way. You can look back at this definition to remind yourself of what cyber-
bullying is by clicking the links in the questions. 

 

9. Of the following groups, who do you think is most often cyber-bullied?  

 Boys 

 Girls 

 Strangers 

 Other [free text option] 

 

10. In the last year, do you know anyone who was cyber-bullied? 

 Yes  

 No 

Want to tell us more? 

 

11. In the last year, has someone cyber-bullied you? 

 Yes 

 No  

 

12. You told us that during the past year, somebody has cyber-bullied you. 
Who did you tell? 

 I did not tell anyone 

 I told.... [free text space] 
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13. When you were cyber-bullied, what did you do about it?  

 Block the bully or removed as a friend from Facebook or other similar 
sites 

 Spoke to the bully 

 Told a friend 

 Stayed offline  

 Told adult or family member 

 Got back at them 

 Did nothing 

 Other [free text space] 

 

14. Why do people cyber-bully? 

 Mixing with the wrong crowd 

 People looking for a fight  

 Fighting over girls or boys 

 Copy cat of news stories 

 Boredom 

 Bad home life 

 Lack of respect for others 

 Don’t like people with disabilities 

 Don’t like people from different backgrounds 

 Other [free text option] 

 

15. What can be done to stop cyber-bullying?  

 Teach people how to get along better 

 Teach people how to control their anger 

 Better education on staying safe online 
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 Provide more policing and enforcement 

 Provide more safe youth centres with entertainment and recreational 
facilities 

 Increasing Internet filtering options 

 Other? [free text option] 

 

Want to tell us more? 

 

16. Are you a...  

 Boy 

 Girl  

17. How old are you?  

 5 

 6 

 7 

 8 

 9 

 10 

 11 

 12 

  

Message on completed page 
Thank you for completing our survey!   

If you ever feel unsafe online, or need help with cyber-bullying logon to 
http://cybersmart.gov.au/report.aspx to get help or report what you have seen. 
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Online Survey for 13 years and older 

The survey for young people aged between 13 and 18 was preceded by the 
following preamble:  

Are you aged between 13 and 18 and want to have your say in the development of 
safer online environments? 

The Australian Parliament is holding an inquiry into cyber-safety issues facing 
young Australians, and would like to hear your views. We are particularly 
interested in your views about the dangers online including cyber-bullying, 
stalking, identity theft and breaches of your privacy.  

This survey will be completely anonymous and it will not be possible for us to 
identify anybody who participates in this survey. By clicking the link below, you 
will be taken to a secure survey website. 

The information you provide will be used to inform the Commonwealth 
Parliament’s Joint Select Committee on Cyber-Safety about the experiences young 
people have with cyber-safety and cyber-bullying. It will also be used to help write 
the final report, which will contain recommendations to the Australian 
Government on what can be done about these issues. 

 

Questions for 13 years and older 
1. Do you think that you are anonymous when you are online? 

 Yes  

 No 

2. What information about yourself is ok to put up on a webpage or over the 
internet that strangers might read? 

 Your name   
⇒ Yes / No / I don’t know 

 Your address  
⇒ Yes / No / I don’t know 

 Your telephone number   
⇒ Yes /No / I don’t know 

 Your age or birthday  
⇒ Yes / No / I don’t know 
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 Bank account information about you or your family  
⇒ Yes / No / I don’t know 

 The school you attend   
⇒ Yes /No /I don’t know 

 Nude or semi-nude photos to others via text message or email  
⇒ Yes /No /I don’t know 

 If you are going on holiday   
⇒ Yes /No / I don’t know 

 Your passwords or email addresses  
⇒ Yes /No /I don’t know 

 Post photos of others without their permission    
⇒ Yes /No /I don’t know 

Would you like to tell us more?  

 

3. Have you ever felt unsafe on the internet? 

 Yes 

 No 

Would you like to tell us more?  

 

4. Who do you feel you could talk to if you were worried about something 
you saw on the internet?  

 Your family 

 Your friends 

 Your teacher 

 The police 

 The administrators of the site 

 Talk to no one 

 Other [free text option] 

Is there anything more you would like to tell us? 
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5. Does anyone in your family talk about how to stay safe when you are on 
the Internet?  

 Yes, frequently 

 Yes, sometimes 

 Yes, when I ask about it 

 No, never 

 

6. How worried are you about your safety when you are on the Internet? 
Would you say...  

 Worried all of the time 

 Worried most of the time 

 Worried some of the time 

 Not worried at all  

 

7. Where did you learn about your personal safety when using the Internet?  

 At school 

 Information on internet 

 From family 

 From friends 

 Never learnt about it 

 Other [free text option] 

 

8. If you have a facebook page, myspace account or other webpage on a social 
networking site, have you explored the privacy settings provided by these 
sites?  

 Yes 
⇒ I have left them at the default setting 
⇒ I have increased them to the highest setting 
⇒  I like everybody being able to access my page, so I don’t have any 

privacy settings enabled 
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 No 

 I don’t know 

 I don’t have a social networking page 

 

9. Do you think more can be done to make it safer online? 

 Yes 

 No 

 I don’t know 

 

10. What do you think can be done to ensure safety online?  

 Talk about it more with family 

 Learn about it at school 

 Ask friends 

 More policing and enforcement 

 Tougher filtering of the Internet 

 Make public internet access such as libraries safer 

 Nothing, it is safe now 

 Anything else that can be done to make it safer online?  

 

11. Of the following activities, what do you think is cyberbullying?  

 Posting or sending embarrassing photos of someone else 

 Teasing someone in  
⇒ emails 
⇒ chat rooms 
⇒ discussion groups 
⇒ online social networking sites 
⇒ instant messaging services 

 Spreading rumours online 

 Sending unwanted SMS or emails 
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 Sending hurtful SMS or emails 

 Creating fake profiles or websites 

 Are there any other things that are cyber-bullying?  

 

12. Is repeatedly searching someone’s facebook page or blog, stalking?  

 Yes 

 No 

 I don’t know 

 

13. Would you say that cyber-bullying  

 Seems to be increasing 

 Seems to be decreasing or 

 Has not changed 

 

14. Of the following groups, who do you think is most often targeted by cyber-
bullies? 

 Boyfriends  

 Girlfriends  

 Other friends 

 Others at school or at your job 

 Strangers 

 Other [free text option] 

 

15. In the last 12 months, have you seen (but not been involved in) cyber-
bullying among young people? 

 Yes  

 No 

 Could you tell us something about that? [free text option] 
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16. In the last 12 months, have you been the victim of cyber-bullying? 

 Yes 

 No  

 

17. You told us that during the past 12 months, you have been cyber-bullied. 
Who did you tell? 

 I did not tell anyone 

 I told...  
⇒ Family 
⇒ Friends 
⇒ Teacher 
⇒  Police 
⇒  Manager of the website 
⇒  The Australian Communications and Media Authority (ACMA) 
⇒  Other [free text option] 

 

18. What did you do about it?  

 Block the bully or removed as a friend from Facebook 

 Confronted the bully 

 Told a friend 

 Stayed offline  

 Told adult or family member 

 Sought revenge or paid them back  

 Ignored it 

 Other [free text space] 

 

19. In the last 12 months, have you been directly involved in cyber-bullying?  

 Yes 

 No  
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20. What do you think are the three main factors that lead to cyber-bullying?  

 Mixing with the wrong crowd 

 People looking for a fight and/or have an aggressive personality 

 Fighting over girls or boys 

 Copy cat of news stories 

 Boredom 

 Bad home life 

 Lack of respect for others 

 Not liking people with disabilities 

 Not liking people from different backgrounds 

 Other [free text option] 

 

What do you think can be done to reduce cyber-bullying?  

 Teach people how to get along better 

 Teach people how to control their anger 

 Better education on staying safe online 

 Provide more policing and enforcement 

 Provide more safe youth centres with entertainment and recreational 
facilities 

 Increasing Internet filtering options 

 Nothing more can be done 

 Any other things, please tell us? [free text option] 

Want to tell us more? 

 

Finally, are you male or female? 

 Male 

 Female 

 

How old are you? 
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 13 

 14 

 15 

 16 

 17 

 18 

  

Message on completed page 
Thank you for completing our survey!  

If you wish to provide us with more information about your experiences, or have an 
idea of what we can do to promote cyber-safety and reduce cyber-bullying, please 
send an email to cybersafety@aph.gov.au. For more information about the inquiry 
please visit aph.gov.au/cybersafety. 

If you ever feel unsafe online, or need help with cyber-bullying logon to 
http://cybersmart.gov.au/report.aspx to get help or report what you have seen.  
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Appendix E – Online Offences 

Table  Online Offences (I): Sexual offences committed online against minors 

OFFENCE JURISDICTIONS 

Type Elements Cth1
 ACT2

 NSW3
 NT4

 Qld5
 SA6

 Tas7
 Vic8

 WA9
 

                                                 
1 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act 1995 (Cth) 
2 Unless otherwise noted, offence provisions in this column are located in the Crimes Act 1900 (ACT) 
3 Unless otherwise noted, offence provisions in this column are located in the Crimes Act 1900 (NSW) 
4 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act (NT) 
5 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act 1899 (Qld) 
6 Unless otherwise noted, offence provisions in this column are located in the Criminal Law Consolidation Act 1935 (SA) 
7 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act 1924 (Tas) 



OFFENCE JURISDICTIONS 

Type Elements Cth1
 ACT2

 NSW3
 NT4

 Qld5
 SA6

 Tas7
 Vic8

 WA9
 

Grooming 

Citation s474.27 

See ‘depravity’ 

s66EB(3) 

  

s63B(3) s125D 

  

Age limits Victim must be under 
16 

Perpetrator must 
over 18; victim 
under 16 

Victim must be 
under 16 

Victim must be (or 
believed to be) 
under 17 

Definition 

Uses a carriage 
service to transmit a 
communication with 
the intention of 
making it easier to 
procure the recipient 
to engage in sexual 
activity with the 
sender or another 
person 

Any conduct 
(including 
communicating by 
telephone or 
internet) that 
exposes a child to 
indecent material 
with the intention 
of making it easier 
to procure the 
child for unlawful 
sexual activity 

Makes a 
communication 
with a prurient 
purpose and 
with the intention 
of making a child 
amenable to a 
sexual activity 

Makes a 
communication by 
any means with the 
intention of 
procuring a person 
to engage in an 
unlawful sexual act 

Penalty10
 12 years 

12 years (victim 
under 14); or 10 
years 

10 years (basic); 
12 years 
(aggravated)11

 

21 years and/or fine

Procuring 

Citation s474.26 

See ‘depravity’ 

s66EB(2) s131 s218A s63B(1) s125C s58 s204B 

Age limits 

Victim must be (or 
believed to be) under 
16, perpetrator over 
18 

Victim must be 
under 16, 
perpetrator over 
18 

Victim must be 
under 16 

Victim must be (or 
believed to be) 
under 16, 
perpetrator over 
18 

Victim must be 
under 16 

Victim must be 
under 17 

Victim must be 
under 16, 
perpetrator over 
18 

Victim must be 
(or believed to 
be) under 16; 
perpetrator 
over 18 

                                                                                                                                                                                                                                                     
8 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act 1958 (Vic) 
9 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act Compilation Act 1913 (WA) 
10 References to ‘years’ indicate maximum possible term of imprisonment. 
11 Aggravating circumstances listed in Criminal Law Consolidation Act 1935 (SA) s5AA 



OFFENCE JURISDICTIONS 

Type Elements Cth1
 ACT2

 NSW3
 NT4

 Qld5
 SA6

 Tas7
 Vic8

 WA9
 

Definition 

Uses a carriage 
service to transmit a 
communication to 
another person; with 
the intention of 
procuring the 
recipient to engage in 
sexual activity with 
the sender or another 
person 

Intentionally 
procures for 
unlawful sexual 
activity with that or 
any other person 

Attempts to 
procure to have 
sexual 
intercourse or 
commit, perform 
or engage in any 
act of gross 
indecency 

Knowingly entice 
or recruit for the 
purposes of 
sexual exploitation

Incites or 
procures the 
commission of 
an indecent act; 
or, acting for a 
prurient 
purpose, causes 
or induces to 
expose any part 
of the body 

Procures to have 
unlawful  sexual 
intercourse or to 
commit an indecent 
act 

Solicits or 
procures  
to take part in an 
act of sexual 
penetration, or an 
indecent act 

Uses electronic 
communication 
with intent 
to procure a 
person to 
engage in 
sexual activity 

Penalty 15 years 
15 years (child 
under 14) or 12 
years 

3 years; if 
perpetrator is an 
adult 5 years 

10 years (victim 
under 12) or 5 
years 

10 years (basic); 
12 years 
(aggravated) 

21 years and/or fine 10 years 
10 years (child 
under 13) or 5 
years 

Child abuse 
material12

 

Citation ss474.19 – 474.23 s64; s64A s91H s125B s228C s63; s63C s130B s57A s6013
 

Age limits 
Person depicted is or 
appears to be under 
1814  

Person depicted 
under 18 

Person depicted 
under 16 

Person depicted 
is or appears to 
be under 18 

Person depicted is 
or appears to be 
under 16 

Person depicted 
is or appears to 
be under 16 

Person depicted is 
or appears to be 
under 18 

Person depicted is 
or appears to be 
under 18 

Person 
depicted is or 
appears to be 
under 16 

                                                 
12 Offences relating to the production or possession of child abuse materials/ pornography have been omitted 
13 Classification (Publications, Films and Computer Games) Enforcement Act 1996 (WA) 
14 Attorney-General’s consent needed to commence proceedings against an individual aged under 18 at the time of the offence 

http://www.austlii.edu.au/au/legis/nsw/consol_act/ca190082/s66eb.html#unlawful_sexual_activity
http://www.austlii.edu.au/au/legis/nsw/consol_act/ca190082/s66eb.html#unlawful_sexual_activity
http://www.austlii.edu.au/au/legis/nsw/consol_act/ca190082/s4.html#person


OFFENCE JURISDICTIONS 

Type Elements Cth1
 ACT2

 NSW3
 NT4

 Qld5
 SA6

 Tas7
 Vic8

 WA9
 

Definition 

Transmits or supplies 
child pornography or 
child abuse material. 
Must intend to commit 
act, but need only be 
reckless as to 
whether material 
constitutes abuse 
material or 
pornography 

Publishes, offers 
or sells child 
pornography 

Disseminates 
child abuse 
material; includes 
sending, 
exhibiting, 
transmitting or 
communicating to 
another person 

Distributes, sells 
or offers or 
advertises for 
distribution or 
sale child abuse 
material 

Distributes child 
exploitation 
material; includes 
communicating, 
exhibiting, 
sending, supplying 
or transmiting to 
someone, whether 
to a particular 
person or not 

Disseminates, or 
takes any steps 
in disseminating, 
child 
pornography 
knowing of its 
pornographic 
nature 

Distributes, or does 
anything to facilitate 
the distribution of, 
child exploitation 
material; and 
knows, or ought to 
have known, that 
the material is child 
exploitation material 

Knowingly uses 
an on-line 
information 
service to publish 
or transmit, or 
make available for 
transmission, 
objectionable 
material  

Sells or 
supplies, or 
offers to sell or 
supply, or 
displays, 
exhibits or 
demonstrates, 
child 
pornography 

Penalty 

15 years, 25 years if 
conduct repeated on 
3 occasions and 
commission involves 
multiple offenders15

 

1200 penalty units 
and/or 12 years 10 years 10 years 10 years 

10 years basic, 
12 years 
aggravated 

21 years and/or fine 10 years 

5 years for 
displaying/ 
exhibiting; 7 
years for 
selling/ 
supplying; 
and/or fine of 
any amount 

Indecency 

Citation 474.27A S66 

 

S132 S218A 

 

S125D(3) S5816
 S204B 

Age limits 

Recipient must be (or 
believed to be) under 
16; perpetrator must 
be over 18 

Recipient must be 
under 16 

Recipient must 
be under 16 

Recipient must be 
(or believed to be) 
under 16 

Recipient must be 
(or believed to be) 
under 17 

Recipient must be 
under 18 

Recipient must 
be (or believed 
to be) under 
16, perpetrator 
over 18 

                                                 
15 Aggravated offence provisions were introduced to combat pornography/ child abuse material rings 
16 Classification (Publications, Films and Computer Games) Enforcement Act 1995 (Vic) 

http://www.austlii.edu.au/au/legis/act/consol_act/ca190082/s64a.html#child_pornography
http://www.austlii.edu.au/au/legis/act/consol_act/ca190082/s64a.html#child_pornography
http://www.austlii.edu.au/au/legis/nsw/consol_act/ca190082/s91h.html#disseminate
http://www.austlii.edu.au/au/legis/nsw/consol_act/ca190082/s91h.html#child_pornography


OFFENCE JURISDICTIONS 

Type Elements Cth1
 ACT2

 NSW3
 NT4

 Qld5
 SA6

 Tas7
 Vic8

 WA9
 

Definition 

Uses a carriage 
service to transmit a 
communication that 
includes material that 
is indecent according 
to the standards of 
ordinary people 

Using electronic 
means, sends or 
makes available 
pornographic 
material; or 
suggests that the 
young person 
commit or take 
part in an act of a 
sexual nature 

Without 
legitimate 
reason, 
intentionally 
exposes a child 
to an indecent 
object, film, 
video tape, 
audio tape, 
photograph or 
book 

Without legitimate 
reason, 
intentionally 
exposes a child to 
any indecent 
matter. 

Without legitimate 
reason, makes a 
communication by 
any means with the 
intention of 
exposing a child to 
any indecent 
material 

Uses an on-line 
information 
service to publish 
or transmit, or 
make available for 
transmission, to a 
minor material 
unsuitable for 
minors of any age 

Uses electronic 
communication 
with intent to 
expose person 
to indecent 
material  

Penalty 7 years 5 years/ 100 
penalty units 

14 years (child 
under 10) or10 
years.  

2 years; 5 years 
(child under 16); 
10 years (under 
12) 

21 years and/or fine

2 years/ 240 
penalty units if 
material 
objectionable; or 6 
months/ 60 units 

5 years, if child 
under 13 10 
years 

Engaging 
or causing 
a child to 
engage in 
sexual 
activity with 
another 

Citation 474.25A         

Age limits 

Recipient must be (or 
believed to be) under 
16; perpetrator must 
be over 18 

        

Definition 

Engages a child or 
causes a child to be 
engaged in sexual 
activity with the 
perpetrator or another 
person using a 
carriage service 

        

Penalty 15 years         

 

 

http://www.austlii.edu.au/au/legis/act/consol_act/ca190082/s66.html#using_electronic_means
http://www.austlii.edu.au/au/legis/act/consol_act/ca190082/s66.html#using_electronic_means
http://www.austlii.edu.au/au/legis/act/consol_act/ca190082/s66.html#pornographic_material
http://www.austlii.edu.au/au/legis/act/consol_act/ca190082/s66.html#pornographic_material
http://www.austlii.edu.au/au/legis/act/consol_act/ca190082/s66.html#young_person
http://www.austlii.edu.au/au/legis/act/consol_act/ca190082/s66.html#act_of_a_sexual_nature
http://www.austlii.edu.au/au/legis/act/consol_act/ca190082/s66.html#act_of_a_sexual_nature


Table Online Offences (II): Offences against the person committed online where age is not an element of the offence  

 NB These offences may be committed by an adult or a minor against any person, including another minor) 

 

OFFENCE JURISDICTIONS 

Type Elements Cth17
         ACT18 NSW19 NT20 Qld21 SA22 Tas23 Vic24 WA25

Stalking 

Citation 

 

s35 s1326 s189 Ch33A s19AA  s21A s338E(1) 

Definition 

Specified conduct 
repeated on at least 
two occasions, 
which can include 
sending electronic 
messages to or 
about the stalked 
person. Must be 
intent to cause 
apprehension; or to 

Stalks or intimidates 
another person with 
the intention of 
causing the other 
person to fear 
physical or mental 
harm 

Specified conduct 
repeated on at least 
two occasions 
which can include 
telephoning, 
sending electronic 
messages to or 
otherwise 
contacting the 
stalked person. 

One ‘protracted’ 
incident or multiple 
instances of 
specified conduct 
intentionally 
directed at a 
person; which can 
include any form of 
contact that would 
cause apprehension 

Specified conduct 
repeated on at least 
two occasions, 
which can include 
publishing or 
transmitting 
offensive material to 
the person by 
electronic means; or 

A course of conduct 
made up of one or 
more specified 
actions, which can 
include contacting the 
person by any means; 
publishing or 
transmitting offensive 
material by electronic 

A course of conduct 
which can include 
contacting the 
victim by post, 
telephone, fax, text 
message, e-mail or 
other electronic 
communication; 
publishing on the 
Internet material 

Pursues 
another 
person with 
intent to 
intimidate.27 
Repeated 
communicati
on can 
constitute 
pursuit 

                                                 
17 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act 1995 (Cth) 
18 Unless otherwise noted, offence provisions in this column are located in the Crimes Act 1900 (ACT) 
19 Unless otherwise noted, offence provisions in this column are located in the Crimes Act 1900 (NSW) 
20 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act (NT) 
21 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act 1899 (Qld) 
22 Unless otherwise noted, offence provisions in this column are located in the Criminal Law Consolidation Act 1935 (SA) 
23 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act 1924 (Tas) 
24 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act 1958 (Vic) 
25 Unless otherwise noted, offence provisions in this column are located in the Criminal Code Act Compilation Act 1913 (WA) 
26 Crimes (Domestic and Personal Violence) Act 2007 (NSW) 
27 Alternative charge for ‘pursues another person in a manner that could reasonably be expected to intimidate, and that does in fact intimidate, that person or a third 
person’ carries maximum 12 year sentence or $12,000 fine (Criminal Code Act Compilation Act 1913 (WA) s338E(2) 

http://www.austlii.edu.au/au/legis/nsw/consol_act/capva2007347/s6.html#other_person
http://www.austlii.edu.au/au/legis/nsw/consol_act/capva2007347/s6.html#other_person


OFFENCE JURISDICTIONS 

Type Elements Cth17
 ACT18

 NSW19
 NT20

 Qld21
 SA22

 Tas23
 Vic24

 WA25
 

harm/ harass Must intend to 
cause physical or 
mental harm; or 
arouse fear or 
apprehension 

or fear, or detriment 
(reasonably arising 
in all the 
circumstances) 

communicating with 
or about the other 
person by way of 
the internet in a 
manner that could 
reasonably be 
expected to arouse 
apprehension or 
fear. Must intend to 
cause serious 
physical or mental 
harm; or serious 
apprehension or 
fear 

means; or using the 
internet or any other 
form of electronic 
communication in a 
way that could 
reasonably be 
expected to cause 
apprehension or fear. 
Must intend to cause 
physical or mental 
harm; or arouse 
apprehension or fear 

relating to or 
purporting to 
originate from the 
victim; and tracing 
the victim's use of 
the Internet. Must 
intend to cause 
physical or mental 
harm; or arouse 
apprehension or 
fear 

Penalty 
2 years (5 years if 
contravene 
injunction) 

5 years and/ or fifty 
penalty units 

2 years (5 years if 
involves weapon or 
contravening 
injunction) 

5 years (7 years if 
contravene 
injunction) 

3 years (basic), 5 
years (aggravated) 21 years and/or fine 10 years 

3 years 
(basic), 8 
years 
(aggravated) 

Bullying 

Citation 

  

S60E 

      
Definition 

Assaults, stalks, 
harasses or 
intimidates a school 
student or member of 
staff while victim is 
attending a school 

Penalty 5 years 

Assault/ 
threats 

Citation s474.15 s26 s61 s188 s335 s20 

Words alone cannot 
constitute an 
assault (s182) 

s31 s338A 

Definition 

Uses a carriage 
service to make a 
threat to kill or 
cause serious harm 
to the second 
person or a third 
person, intending 

(Common law) (Common law) (Common law) (Common law) 

Threatens to apply 
force to the victim; 
and there are 
reasonable grounds 
for the victim to 
believe that  the 

Threatens direct or 
indirect application 
of force to the victim 
with intent to 
commit assault 

Makes a 
threat to 
cause 
detriment of 
any kind to 
any person, 
with intent to 

http://www.austlii.edu.au/au/legis/sa/consol_act/clca1935262/s21.html#cause
http://www.austlii.edu.au/au/legis/sa/consol_act/clca1935262/s21.html#mental_harm
http://www.austlii.edu.au/au/legis/sa/consol_act/clca1935262/s21.html#mental_harm
http://www.austlii.edu.au/au/legis/nsw/consol_act/ca190082/s60d.html#school
http://www.austlii.edu.au/au/legis/sa/consol_act/clca1935262/s171.html#threat
http://www.austlii.edu.au/au/legis/sa/consol_act/clca1935262/s20.html#victim
http://www.austlii.edu.au/au/legis/sa/consol_act/clca1935262/s20.html#victim


OFFENCE JURISDICTIONS 

Type Elements Cth17
 ACT18

 NSW19
 NT20

 Qld21
 SA22

 Tas23
 Vic24

 WA25
 

the second person 
to fear that the 
threat will be carried 
out 

person is in a 
position to carry out 
the threat and 
intends to do so; or 
there is a real 
possibility that the 
person will carry out 
the threat 

cause a 
detriment28

 

Penalty 

10 years for threat 
to kill, 7 years for 
threat to cause 
serious harm 

2 years 2 years 

1 year, 5 years if 
male to female or 
adult to person 
under 16 

3 years 2 years 5 years 

7 years (10 
years if 
threaten to 
kill) 

Harass-
ment29

 

Citation s474.17 

Harassment in 
certain 
circumstances is 
unlawful, but not a 
criminal offence, 
under the 
Discrimination Act 
1991 (ACT) (see 
s71) 

Sexual harassment 
in certain 
circumstances is 
unlawful, but not an 
offence, under the 
Anti-Discrimination 
Act 1977 (NSW) 
(s22B) 

Harassment in 
certain 
circumstances is 
prohibited, but not 
a criminal offence, 
under the Anti-
Discrimination Act 
(NT) s22 

Sexual 
harassment in 
certain 
circumstances 
contravenes but 
does not give rise 
to criminal 
sanctions under 
the Anti-
Discrimination Act 
1991 (Qld) 

Sexual 
harassment in 
certain 
circumstances 
contravenes but 
does not give rise 
to criminal 
sanctions under 
the Equal 
Opportunity Act 
1984 (SA) (see 
s99) 

Harassment in 
certain 
circumstances is 
prohibited, but not a 
criminal offence, 
under the Anti-
Discrimination Act 
1998 (Tas) 

Sexual 
harassment in 
certain 
circumstances 
contravenes but 
does not give rise 
to criminal 
sanctions under 
the Equal 
Opportunity Act 
1995 (Vic) (see 
s209) 

Sexual and 
racial 
harassment 
in certain 
circumstanc
es 
contravenes 
but does not 
give rise to 
criminal 
sanctions 
under the 

Definition 

Uses a carriage 
service in a way 
(whether by the 
method of use or 
the content of a 
communication) that 
reasonable persons 
would regard as 
being menacing, 
harassing or 
offensive 

                                                 
28 Alternative charge for ‘person who makes a threat to unlawfully cause detriment’ carries maximum 3 year sentence, or 6 years if the conduct was racially 
motivated (Criminal Code Act Compilation Act 1913 (WA) s338B(b)) 
29 Note that stalking laws may apply to online harassment 

http://www.austlii.edu.au/au/legis/sa/consol_act/clca1935262/s171.html#threat
http://www.austlii.edu.au/au/legis/sa/consol_act/clca1935262/s171.html#threat


OFFENCE JURISDICTIONS 

Type Elements Cth17
 ACT18

 NSW19
 NT20

 Qld21
 SA22

 Tas23
 Vic24

 WA25
 

Penalty 3 years 

Equal 
Opportunity 
Act 1984 
(WA) (see 
s154) 

Vilifi-
cation 

Citation 

The Racial 
Discrimination Act 
(Cth) makes 
certain conduct 
unlawful; but 
excludes criminal 
liability for 
unlawful conduct 
under the statute 
(with limited 
exceptions 
unrelated to online 
conduct) (see s26) 

s6730
 

s20D; s38T; s49ZTA; 
s49ZXC31

 

s131A32 s433
 

Inciting hatred by a 
public act against 
specific groups is 
prohibited, but does 
not attract criminal 
sanctions, under the 
Anti-Discrimination 
Act 1998 (Tas) (s 19) 

s24; s2534
  s77; s7835

Definition 

By a public act 
incite hatred, 
serious contempt or 
severe ridicule on 
the ground of race, 
sexuality, gender 
identity, or 
HIV/AIDS status 

By a public act incite 
hatred, serious 
contempt or severe 
ridicule on the ground 
of race, transgender 
identity, HIV/AIDs 
status, or 
homosexuality  

By a public act, 
knowingly or 
recklessly incite 
hatred, serious 
contempt or severe 
ridicule on the 
ground of the race, 
religion, sexuality or 
gender identity in a 
way that includes 
threatening or 
inciting physical 
harm 

By a public act 
incite hatred, 
serious contempt or 
severe ridicule on 
the ground of race  

Intentionally engage 
in conduct on the 
grounds of race 
(including use of the 
internet or email) 
that the offender 
knows is likely to 
incite hatred, 
serious contempt or 
revulsion; or 
threaten, or incite 
others to threaten, 
physical harm 

Engages in 
any conduct, 
otherwise 
than in 
private, by 
which the 
person 
intends to 
create, 
promote or 
increase 
animosity 
towards, or 
harassment 
of, a racial 
group; or that 
is likely to 

                                                 
30 Discrimination Act 1991 (ACT) 
31 Anti-Discrimination Act 1977 (NSW) 
32 Anti-Discrimination Act 1991 (Qld) 
33 Racial Vilification Act 1996 (SA) 
34 Racial and Religious Tolerance Act 2001 (Vic) 
35 Equal Opportunity Act 1984 (WA) 



OFFENCE JURISDICTIONS 

Type Elements Cth17
 ACT18

 NSW19
 NT20

 Qld21
 SA22

 Tas23
 Vic24

 WA25
 

have such an 
effect 

Penalty 50 penalty units 6 months and/ or 50 
penalty units 

70 penalty units or 6 
months  

$5000 and/ or 3 
years 

6 months/ 60 
penalty units 

14 years if 
intention 
established, 
5 years for 
lesser 
offence 

Misuse 
of 
carriage 
service 

Citation s474.14 

        Definition 

Connecting to or 
using a 
telecommunications 
network with 
intention to commit 
or facilitate the 
commission of a 
serious offence 
(carrying penalty of 
five years or more)  

Penalty As for the serious 
offence 

Suicide-
related 
material 

Citation 474.29A         

Definition 

Using a carriage 
service to transmit, 
make available, 
publish or otherwise 
distribute material 
that directly or 
indirectly counsels 
or incites suicide, 
intending the 
material to incite 
suicide or be used 
by another to incite 
suicide; or material 

        



OFFENCE JURISDICTIONS 

Type Elements Cth17
 ACT18

 NSW19
 NT20

 Qld21
 SA22

 Tas23
 Vic24

 WA25
 

that promotes or 
provides instruction 
on a particular 
method of 
committing suicide 

Penalty 1000 penalty units         

 

 

 

 

 




